Preface

The 2017 Geophysical Fluid Dynamics Summer Study Program theme was Ice-Ocean
Interactions. Three principal lecturers, Andrew Fowler (Oxford), Adrian Jenkins (British
Antarctic Survey) and Fiamma Straneo (WHOI/Scripps Institution of Oceanography) were
our expert guides for the first two weeks. Their captivating lectures covered topics ranging
from the theoretical underpinnings of ice-sheet dynamics, to models and observations of
ice-ocean interactions and high-latitude ocean circulation, to the role of the cryosphere in
climate change. These icy topics did not end after the first two weeks. Several of the
Fellows’ projects related to ice-ocean dynamics and thermodynamics, and many visitors
gave talks on these themes.

The first ten chapters of this volume document these lectures, each prepared by pairs
of the summer’s GFD fellows. Following the principal lecture notes are the written reports
of the fellows’ own research projects. This summer’s fellows were:

e Robert Fajber, University of Toronto

e Margaret Lindeman, Scripps Institution of Oceanography
e Madeleine Youngs, Massachusetts Institute of Technology
e Federico Fuentes, University of Texas-Austin

e Thomasina Ball, University of Cambridge

e Jessica Kenigson, University of Colorado-Boulder

e Eric Hester, University of Sydney

e Agostino Meroni, University of Milan-Bicocca

e Guillaume Michel, Ecole Normale Suprieure

e Earle Wilson, University of Washington

e Madelaine Gamble Rosevear, University of Tasmania

The 2017 Sears Public Lecture was given by Professor Richard Alley (Pennsylvania
State University) on Ice Sheets and Sea Level Rise. For the conclusion of his exceptional
presentation Professor Alley played guitar and sang a lively tune about climate change. His
talk drew a big crowd of GFD folks and Woods Hole locals who kept the conversation going
at the reception afterwards.

Claudia Cenedese and Mary-Louise Timmermans were co-directors, and the steady-
stream of visitors, plus large number of long-term staff members around for the summer,
ensured that the fellows never lacked for guidance. Andrew Wells (Oxford) was awarded the
GFD Distinguished Scholar Award for outstanding contributions to mentoring and research
in the program.

The various laboratory experiments were facilitated by able support from Anders Jensen
who had the challenge of making icebergs of different shapes and sizes. Julie Hildebrandt
and Janet Fields kept the whole program running smoothly with efficient administration
in all aspects. We continue to be indebted to WHOI Education, and are grateful for the
opportunity to share scientific ideas on the porch at Walsh, the picnic tables on the lawn,
and in the bustle of Woods Hole village.
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GFD 2017 Lecture 1: Introduction to Ice-Ocean
Interactions

Andrew Fowler, Adrian Jenkins and Fiamma Straneo;
notes compiled by Thomasina Ball and Robert Fajber

June 19, 2017

1 Introduction to Glaciers and Ice Sheets, Andrew Fowler

1.1 The long view of polar caps

The ice caps that we have today indicate that Earth is currently in the middle of an ice
age. There are two ice sheets, one on Antarctica in the Southern hemisphere, and one on
Greenland in the Northern hemisphere. Both cover almost the entire landmass that they
are on. However, the ice sheets that we see today are not permanent features of the Earth
system. There have been many times in Earth’s history when the caps were altogether
missing, and many times when the caps expanded to be much larger than they are today
and fill the entire globe.

The Milankovi¢ cycles describe the different variations in solar insolation due to variations
in the orbit of the planet. There are several cycles: a cycle of obliquity with a period of
41,000 years, a cycle of axial precession with with a period of 22,000 years and a cycle
of apsidal precession with a period of 100,000 years. The exact details of the cycles are
unimportant; what is important is the apparent synchronization between the paleoproxy
records of temperature and insolation values (figure 1). The paleotemperature record is
characterized by large sawtooth oscillations with sudden onsets and slow declines, with an
approximate periodicity of 10° years.

This observation suggests a simple theory of ice ages - when there is relatively high
insolation the ice sheets melt and when there is relatively low insolation the ice sheets grow.
The observed cycles are somewhat at odds with this theory however (figure 1). Although
there is a 10° year cycle present in the insolation, it is not the strongest cycle. This suggests
that the Milankovi¢ cycles may not be the driving force behind the changing ice cover, but
instead may set the phase of an oscillation which already exists. Further support comes from
comparing the temperature record with the CO,, which shows a strong correlation. This
implies that the sawtooth oscillations in temperature that we observe could be an oscillation
of the coupled climate system. Interestingly, the paleo temperature record also reveals a
coupling between Greenland and Antarctica near the transition, according to
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Figure 1: Top: a paleo oxygen isotope record constructed from sediments. Since O' evap-
orates more rapidly and condenses more slowly than O, it is preferentially deposited into
ice masses, which leaves the ocean enriched in O'. A higher O'8 value therefore represents
more land ice. This isotopic signature is incorporated into the shells of living organisms
and turned into sediment. Thus, relatively high 60'® values correspond to cold periods and
relatively low §O' to warm periods. Bottom: the variations in insolation calculated using
the Milankovi¢ cycles.



where G is the temperature over Greenland and A is the temperature over Antarctica.
Apparently the two ice masses are able to communicate, either through an atmospheric
teleconnection or ocean heat transport.

It is believed that northeastern North America has been previously covered in ice, referred
to as the Laurentide ice sheet. When this sheet collapses large quantities of icebergs raft
sediments into the North Atlantic ocean, referred to as Heinreich events. Some of these
sediments have been shown to originate in Hudson Bay, suggesting that there was an ice
dome over Hudson bay. There is some partial synchronization between the Heinrich events
and the Dansgaard-Oeschger events, sudden change in Greenland surface temperature over
decades, suggesting that these sudden changes in air temperature could be linked to the
collapse of the ice sheet.

The initiation process of an ice sheet has also been studied, particularly for Antarctica.
The Earth has been cooling since 50 Ma (although this is being opposed currently by anthro-
pogenic climate change), and the Antarctic ice sheet began growing at approximately 34 Ma.
Modeling studies suggest that the ice sheet begins as mountain glaciers, which grow until
they are able to join together and form an ice sheet over the eastern half of the continent.

1.2 A taxonomy of ice flows

Ice can be modeled as a viscous fluid. Frequently the ice will move quite rapidly; in a glacier
this causes surges to occur and in an ice sheet it causes ice streams to form. Glaciers and ice
sheets both refer to masses of grounded ice; the difference is in their size. Ice sheets cover
entire landmasses while glaciers can be any size. Parts of an ice sheet can be referred to as
glaciers.

The ice flow moves ice from areas of accumulation to areas of ablation. If the ablation
is sufficient to terminate the ice sheet over land, the boundary of the sheet is referred to as
a dry margin. If the ablation is not enough to remove all of the ice over land, the ice will
flow into the ocean. The boundary between the ice and the ocean is called a wet margin in
this case. Wet margins can further be categorized into tidewater glaciers, where the glacier
rests on the bed, and ice shelves, where the ice extends itself by floating into the water.
The endpoint of an ice mass determines some of the behavior of the ice motion, and so it is
advantageous to classify glaciers by the nature of their termination.

Antarctica is split between the west and the east by the trans-antarctic mountains. The
East Antarctic Ice Sheet is a continental ice sheet: if it were removed, the ground would be
largely above sea level. The West Antarctic Ice Sheet, on the other hand is a submarine ice
sheet; most of its base is below sea level, and it contains large ice shelves. Antarctica is also
characterized by large numbers of ice streams (figure 2), which accomplish a large fraction
of the ice transport, which brings mass from the central mass accretion zone to the outlying
ablation and loss zones.
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2 The Antarctic Ice Sheet and the Southern Ocean: An
Introduction, Adrian Jenkins

2.1 DMarine ice sheets and sea level

Marine ice sheets sit on bedrock that falls below sea level. At the edges of these ice sheets,
floating ice shelves form where the ice is not thick enough to maintain contact with the bed.
Antarctica sits on average 500m below sea level due to several factors: Antarctic topography,
the weight of the ice sheet, tectonics and erosion of the continental shelf by ice flow. As a
result, most ice shelves are found in Antarctica, where they cover an area comparable in
size to the Greenland ice sheet > 1.561 million km?. These are particularly found in West
Antarctica where the ice is grounded in water 2km deep, in contrast to East Antarctica
which is mainly sitting on a bed above sea level. Ice shelves form only 11% of the Antarctic
ice sheet but control 80% of the outflow from the continent. Therefore, understanding the
behavior of ice shelves is important for understanding the 0.5mm/yr contribution Antarctica
makes to global mean sea level, 97% of which is contributed when ice crosses the grounding
line.

Unlike terrestrial ice sheets where accumulation of snow directly balances the melting
of ice at lower elevations, for marine ice sheets the mass balance is intimately linked with
ice dynamics, where ice is lost to the ocean through iceberg calving and basal melting.
Figure 3 shows the basal melt rates of Antarctic ice shelves where, in total, basal melting is
the largest ablation process with basal melt of 1325 4+ 235 gigatons per year (Gt/yr) versus
1089 + 235 Gt/yr through calving [10]. Most of the current mass loss is balanced by the
accumulation due to snow fall with the excess driving thinning of ice shelves, for example
West Antarctica’s ice shelves experienced a 134 Gt /yr mass loss during the period 2010—2013
[7]. Reductions in ice shelf thickness reduce the buttressing of the grounded ice allowing flow
across the grounding line to accelerate and hence increase the rate of ice sheet mass loss
[8]. The observed rate of ice loss is highest near the grounding line. This suggests ice shelf
thinning in response to an increase in ocean-induced basal melting due to increased flux of
Circumpolar Deep Water (CDW) onto the continental shelf. This increase in ocean-forced
melting may have caused grounding lines to retreat onto a reverse slope which can trigger a
runaway Marine Ice Sheet Instability (MISI).

Another possible process of ice sheet retreat is the Marine Ice Cliff Instability (MICI) [4]
driven instead by atmospheric warming. Increased surface meltwater and summer rainfall on
low topography can form ponds on the surface of the ice which drain into existing crevasses.
It is thought that this allows water to penetrate into the ice causing it to fracture and
eventually break off. An example of this is the Antarctic Peninsula’s Larsen B ice shelf
during its sudden break up in 2002. The Antarctic Peninsula is also one of the fastest
warming regions in the world with an observed rise of +0.53C/10yr pushing the surface
temperature close to a critical threshold where the surface is warm enough to melt during
the summer. Although most of the Antarctic sheet sees surface temperatures well below
this threshold, trends of decadal atmospheric warming threaten to push the zone of melting
further south towards larger ice shelves.
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Figure 3: Basal melt rates of Antarctic ice shelves. Each circle graph is proportional in area
to the mass loss from each shelf through iceberg calving (hatch fill) and basal melting (black

fill) [10].

The collapse of ice sheets due to atmospheric warming could lead to an instability when
marine ice sheets have a depth of around 1km, > 90m of which is above sea level. As a result,
the longitudinal stresses of the cliff face would exceed the yield strength of the ice (1MPa)
leading to continued collapse until a reduction in temperature allows buttressing to reform.
Again, if retreat moved the grounding line onto a reverse slope the MISI could take hold. This
has been seen in Helheim and Jakobshavn glaciers in Greenland and Crane Glacier on the
Antarctic Peninsula highlighting the importance of understanding the combination of MISI
and MICI on an ice sheet. Figure 4 demonstrates these two methods of ice sheet retreat.
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line to retreat onto a reverse slope. (¢) Grounding line positioned on a reverse slope triggers
a runaway MISI. (d) Increased surface meltwater causes crevasses to fill up and eventually
break off. (e) Increased calving provides another method of mass loss which, alongside MISI,
causes the grounding line to retreat. (f) When continued calving breaks off the entire ice
shelf, ice shelves with a height > 800m with cliff face > 90m become unstable and could
collapse leading to further grounding line retreat leading to the MICT [4]



2.2 Ocean circulation near the Antarctic ice sheet and meridional overturning
circulation

Differential solar heating causes vertical convection in the atmosphere which helps drive
horizontal wind patterns with easterlies near the poles and in the tropics and westerlies
at mid-latitudes. The westerly winds over the Southern Ocean are uninterrupted by land
and so can drive the zonally continuous Antarctic Circumpolar Current (ACC), the largest
wind-driven current on Earth, and the only current that connects the Atlantic, Pacific and
Indian Oceans. These westerly winds coupled with the easterlies near the poles south of a
minimum in mean sea level pressure drive surface divergence and upwelling of Circumpolar
Deep Water (CDW). This water mass supplies heat and nutrients to the surface playing a key
role in marine ecosystems in the Antarctic region. Similarly, north of these westerlies, there
is a surface convergence which drives downwelling of fresh Antarctic Intermediate Water
(AAIW). South of the ACC, salty water formed beneath sea ice then cooled beneath ice
shelves sinks to form the Antarctic Bottom Water (AABW), the coldest, deepest water in
the ocean, see Figure 5.

Similar to the Antarctic, cold North Atlantic Water sinks as North Atlantic Deep Water
(NADW), which is transformed into CDW in the Southern Ocean. This upwelling brings
saline water to the surface, which either freshens to form the downwelling AATW, seen most
notably on figure 6, or cools to join the fresh water from the continental shelf. However,
further salt input from sea ice formed in the western Ross and Weddell seas is needed to
increase the density of water sufficiently for the AABW to form.

North of the ACC surface water surrounding the Antarctic follows the meridional gradi-
ent, however south of the ACC subsurface temperatures on the shelf itself range significantly:
from fresh water formed below floating ice shelves with temperatures below the surface freez-
ing point, to warm waters from intruding CDW along the Pacific coast of West Antarctica
with temperatures 3C above the surface freezing point.

3 Greenland Ice Sheet Changes: The Ocean as a Trigger and a

Receiver, Fiamma Straneo

Greenland is changing rapidly and is losing mass at twice the rate of Antarctica. Observations
from satellites have shown a loss of 2700 £ 930 Gt of ice between 1992 and 2011 from
Greenland compared with 1350 + 1010 Gt for Antarctica, contributing to a cumulative sea
level rise of 7Tmm and 4mm respectively [14]. Tt is important to understand contributions
to sea level rise and their uncertainties for informing future predictions (such as the IPCC
report, which currently does not include ice sheet dynamics).

Greenland’s increasing ice loss is also effecting many others processes. Maps of temper-
ature data over the last century have shown an anomalous sub-polar North Atlantic cooling
converse to the warming seen globally. This region of cooling compares well with climate
models subject to a strong reduction in Atlantic meridional overturning circulation (AMOC)
induced by adding a fresh water anomaly in the North Atlantic. If the climate models are
forced further, an extension of the cooling region is seen causing a shutdown of the Labrador
Sea convection, which has only briefly occurred so far [9]. Boning et al. 2016 [3] argue that
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Figure 5: Schematic showing Ocean Circulation near the Antarctic Ice Sheet, particularly

the upwelling of the CDW and downwelling of the AAIW and AABW in relation to the
westerlies driving the ACC.
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the increased fresh water in the North Atlantic has currently not had a significant impact
on the AMOC. However, continued freshening of the surface waters may begin to effect the
formation of the NADW and hence the AMOC before clear signals are observed.

The peak in glacial discharge from Greenland occurs during the summer melt season,
which coincides with the post-spring depletion of bloom nutrients. It is thought that Green-
land’s meltwater could be significant source of bioavailable iron and inorganic nutrients to
the ocean through sediment at the base of glaciers. These would then form buoyant freshwa-
ter plumes allowing the maximum potential of primary productivity in the North Atlantic
Ocean [2]. Increased aeolian Fe could explain recent evidence of a correlation between peak
phytoplankton blooms and increased meltwater runoff from Greenland [5].

Freshwater anomalies have occurred previously. The Great Salinity Anomaly (GSA) in
the 1970s caused deep convection to cease for three mild winters in a row and affected
the Labrador Sea by freshening the surface layer. This increased ocean stratification and
confined convective mixing to the top fresh layer. Very cold winters during 1971/1972 allowed
convection to begin again to normal depths of around 1500m [6]. Currently the freshwater
anomaly in the North Atlantic is about a third of the magnitude of the GSA with a cumulative
freshwater output of 3200 + 358km® since 1995 [1]. However, if the accelerating trend of
increased fresh water discharge continues, it is estimated to exceed that of the GSA by 2025.

Ice sheet mass balance couples together the surface mass balance (SMB) due to accumu-
lation, surface melt and sublimation and ice discharge (D),

DM
D = SMB — D, (1)
where

SMB = precipitation — (surface melt 4+ sublimation), D = ice bergs + ocean melt 2)

GRACE satellite data has recently shown that surface mass balance and ice discharge con-
tributed roughly equally to the cumulative mass loss during the period from 1996-2015, with
SMB accounting for between 40 — 60% loss and ice discharge the remaining 40% of loss
[17]. In recent years, Greenland has had extreme melt years, for example in 2012 where the
Greenland ice sheet was peppered all the way to the center with surface melt ponds. There
has also been increased ice discharge moving ice from basins to the ocean. However, thus far
models have struggled to constrain the contribution ice discharge makes.

During the last decade Greenland’s large outlet glaciers have accelerated. Helheim glacier
doubled its flow rate from 6km/yr to 11km/yr between 2002-2005 whilst Kangerlussuaq
glacier almost tripled its flow rate from 5km/yr to 14km/yr between 2002-2005, with similar
changes seen across the south of Greenland. These two glaciers had a combined mass loss of
208 + 15km? during the period 2001-2005, or equivalently 51 &= 8km?/yr. The increased flow
rate increases longitudinal stresses in the ice and hence results in thinning rates of around
90m/yr contributing 0.3140.07mm/yr to global mean sea level which is a significant portion
of the 0.57mm /yr from Greenland as a whole [11]. This suggests that mass loss from glaciers
in southeast Greenland is significant and hence understanding of the forcing that causes
these rapid acceleration is important.

The Greenland ice sheet is influenced by waters originating in the North Atlantic (figure
7; red-yellow) and the Arctic (figure 1; blue). On the Eastern side of the continent the North
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Figure 7: A schematic diagram showing the Ocean flow around Greenland overlain with the
ice sheet elevation changes of the Greenland ice sheet. From [15]

Atlantic waters are much warmer than the Arctic water, but are separated from the land by
a thin current of cold Arctic water. Without this layer of cold water the warm water would
be able to melt the ice sheet.

Even with this layer however it is still possible for the warm Atlantic waters to reach
ice shelves. This process occurs across many different scales. The large scale circulation
determines the background temperature gradient and can be resolved by current models;
mesoscale eddies that transport heat to the coast are significantly smaller; dynamics inside
the fjords themselves are even smaller; heat transport between the water and the shelf occurs
across a boundary layer that might be only millimeters to centimeters thick. Resolving the
process across many scales is a major challenge for models.

Recent changes in the heat content of the North Atlantic appear to be driving changes in
the glaciers surrounding Greenland. Observations of the subpolar Atlantic ocean show that
there is a decadal variation in heat content, possibly related to the Atlantic Multidecadel
Oscillation. Recently, the subpolar Atlantic ocean has seen the largest increase in temper-
ature on current record. These changes are likely related to an inflow of warm subtropical
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Figure 8: Ice velocity of the Greenland ice sheet. From [12]

waters. These waters have been warmed by increased atmospheric temperatures, but have
not been able to propagate poleward into the subpolar Atlantic until the recent phase shift
of the North Atlantic Oscillation.

Observations of ice velocity of the Greenland ice sheet show many ice streams carrying ice
to the coast, especially on the southeast side (figure 8). Recent reconstructions of the surface
elevation have shown that the Greenland ice sheet is not only losing mass, but that the ice rate
itself is accelerating. The reconstructions are derived by differencing the observed elevation
changes with the observed surface mass balance budget; the residual can be attributed to
ice dynamics. The reconstructed data shows an acceleration in the ice, particularly on the
southwest side of the continent. Although reconstructions and models have been able to
provide us with important information, they have to be constrained by observations in order
to provide reliable information since so many of the processes controlling the retreat of the
ice sheet are small scale and parameterized in models.

13
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Figure 9: A: A schematic diagram showing the mechanisms by which a tidewater glacier is
able to lose mass into the ocean. B: A schematic diagram showing the mechanisms by which
a floating ice tongue glacier can lose mass. From [16]

In order to improve our understanding of the mass changes in the Greenland ice sheet
we need to understand the different mechanisms for ice loss (figure 9) and their relative
magnitudes. For both Tidewater glaciers and Floating Ice Tongue glaciers, increased surface
warming from the atmosphere and increased submarine melting driven by warm Atlantic
waters circulating in the fjord can cause an increase in ice speed. This could affect the two
types of glaciers in different ways since the ice dynamics transporting ice to the ocean and
the contact with the ocean look very different between the two cases. Since the problem of
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melting Greenland glaciers touches many different subjects, including glaciology, oceanogra-
phy, hydrology and geology, a multi-disciplinary approach is needed.
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GFD 2017 Lecture 2: Ice Dynamics

Andrew Fowler; notes by Federico Fuentes and Madelaine Gamble Rosevear

June 20, 2017

This document comprises the first full lecture given by Andrew Fowler during the 2017
Geophysical Fluid Dynamics program at the Woods Hole Oceanographic Institution (WHOI).
It is about ice dynamics, and is divided in two parts: ice sheet flow, and sliding and subglacial
hydrology. Most of the details were taken from Dr. Fowler’s book [Fowler, 2011], which the
reader is invited to consult if more information is required.

1 Ice sheet flow

1.1 Governing equations

Over sufficiently long periods, ice behaves as a viscous fluid, deforming under applied stress.
The strain rate €;; is given by

€j == + =1, 1

72 (8xj asz) (1)

and is commonly modeled using Glen’s flow law

6.1‘]‘ = A(T)Tn_lﬂ'j s (2)

where 7;; is the deviatoric stress tensor in index notation, 7 is the second stress invariant,
defined by 272 = 7,;7;;, and A(T) is a temperature dependent term. The Glen exponent n is
typically taken to be 3, although values 1 < n < 4 have been proposed in the literature.

For the flow of a glacier the Reynolds number is approximately 10713, so inertial terms
are small with respect to viscous terms (Stokes flow) and mass and momentum conservation
may be expressed as

V-u=0 (3)
0=Vp+V. .7+ pg. (4)

where p is the pressure, g is the gravity vector and 7 is the deviatoric part of the stress
tensor. The assumption of incompressibility in (3) holds within the ice. This is a reasonable
assumption as the surface layer in which snow and firn are compacted into ice is very thin.
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Figure 1: Controls on Creep Parameter A. Data from [Cuffey and Paterson, 2010].

Finally we have the energy equation:

pep(Ti+u-VT) = kV?T + 784 (5)
advection heat

viscous

conduction dissipation

where p is the ice density, ¢, is the specific heat, and k is the thermal conductivity. The
final term in (5) is the viscous heating term describing the conversion of mechanical energy
to heat. Whilst this term is often neglected in other geophysical flows, it significant for ice
sheet flow.

Stress and strain are related by 7;; = 2n¢;; where 7 is the effective viscosity. Using (2)
we can write

1

n= SA(T)r 1 (6)

The term A(T) is strongly dependent on temperature, increasing over three orders of mag-
nitude for a temperature change of 50 K (Figure 1), and thus viscosity is inversely related
to temperature.

1.2 Bi-stability and thermal runaway

It is the strong temperature dependence of the viscous heating term that provides the mech-
anism for “thermal runaway”. If heat is supplied to the ice, the temperature increases and
the viscosity decreases. This allows the ice to flow faster, increasing stresses at the bed
and warming the ice through the viscous heating term in (5). This in turn lowers viscosity,
creating a positive feedback loop.

1.3 Boundary conditions

A complicating factor for the modeling of ice flows is that one cannot assume a no-slip
boundary condition at the bedrock. Water present beneath the ice allows sliding, and thus
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Figure 2: Illustrative relation between the effective pressure N and the water flow () through
a field of linked cavities [Fowler, 2011] where F represents film flow, K is linked cavities and
R is Rothlisberger channels. To the right of the minimum, distributed drainage is unstable;
the channels coarsen resulting in a single Rothlisberger channel. To the left, distributed
drainage in the form of linked cavities is stable. As N goes to zero a thin film flow is
permitted.

a sliding law is required. The basal stress,
u
n=Nf () (7)

is modeled as an increasing function f of the velocity at the base u; and the effective pressure
N = p; — pw, where p; is the overburden pressure and p,, is the water pressure. The effective
pressure, N, is analogous to that used in soil mechanics, and is typically positive. In order to
relate N to the subglacial water flow rate (), subglacial hydraulic theory is required. Three
of the prevailing theories, are:

e Rothlisberger channels, where

N ~ 5Ql/(4n) ) (8)
e A linked system of canals, where
v
N =~ QU (9)
e A Creyts-Schoof film, where
)
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Figure 3: Schematic showing the draining and subsequent closure of a smaller channel due
to the presence of a neighboring larger channel.

1.3.1 Rothlisberger channels

Subglacial water is present due to both basal melt and, where a conduit to the base is present,
surface melt or rainfall. One theory of subglacial drainage involves the formation of semi-
circular channels within the ice. The fact that the effective pressure NV is typically positive
means that these channels would close through the deformation of the ice in the absence of
a mechanism to keep them open. This mechanism is melting due to frictional heating from
the water flow.

The expression for the effective pressure of one of these channels is

N ~ QY4 (11)

where () is the flow rate of the water and (8 is a material parameter that depends inversely
on roughness.

An interesting feature of this system is that a decrease in water flux decreases N and
therefore increases the water pressure p,,. If we consider a small channel next to a large
channel (Figure 3), then () is small within the small channel, and thus the water pressure
pw must be large. In the larger channel the opposite is true, so the water pressure is low.
The bed separating the two is rough, and water is able to leak from high to low pressure.
As a result of this, smaller channels drain towards larger ones and close down, creating an
arterial system of channels.

1.4 Thermal boundary conditions

The pressure melting point of ice decreases with increasing pressure, meaning that even
very cold ice may be above the in-situ melting temperature at the base of an ice sheet. This
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means we need to consider whether the ice is above or below the melting point in our thermal
boundary conditions. When the temperature at z = b is less than the freezing temperature
T), the ice is frozen to the bed and we have a no slip boundary;,

aT
—k—=G, T<T,, u=0, 12
o (12)
where G is the geothermal heat flux and n is direction normal to the bed. Once the base
reaches the melting temperature a layer of water is present, lubricating the base of the ice.
This allows some sliding, however less than the full sliding velocity u; as there is not yet a

net production of water,

oT
—ka—n:G+Tbu, T="T,, 0<u<u. (13)

This introduces a frictional heating term 7,u due to the sliding. When there is net production
of water, the ice attains its full sliding velocity. In this regime,

T
0<—]€g—<G+TbU, T="T,, u=u. (14)
n

Note that each of these regimes contains an inequality, adding another layer of complexity
to the model.

1.5 Shallow ice approximation

Figure 4: Schematic of a valley glacier showing thickness h (elsewhere H), bed elevation b
and surface height s. Figure from [Fowler, 2011].

Ice sheets may be thousands of kilometers in extent but are only kilometers deep (Fig-
ure 5), allowing the use of the shallow ice approximation. For an ice sheet of thickness d and
extent [ the aspect ratio is given by ¢ = d/I. For the Antarctic Ice Sheet d ~ 3 x 10 m,
[ ~3x10°%m giving € ~ 1073, As a result of this, longitudinal derivatives of stress, velocity
and temperature are small compared to vertical derivatives and may be neglected, reducing
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Figure 5: Cross section of the Antarctic Ice Sheet with exaggerated vertical scale. Figure
from lecture slides.

the problem to a balance between the driving stress due to surface slope and resistive forces
at the boundaries [Huybrechts, 2007].

This allows us to write a diffusion equation governing the evolution of the ice sheet
thickness, H,

B ‘VS”VL—IHn—‘rQ
H=V. (\(n—HVsl—Hub ta, (15)

nonlinear diffusion

where H is the thickness of the ice sheet, b is the bed elevation, u, is the basal velocity,
s = H+Dbis the surface elevation and a is the accumulation from snowfall (or, where negative,
ablation). The nonlinear diffusion causes degeneracy at the boundaries and singularities
may be involved. Whilst the term —Hw,;, looks like an advective term, u,, is typically in the
direction of the shear stress and so is proportional to the surface slope (u, ~ 7, ~ —=Vs),
meaning that this term is also diffusive.

1.6 Accumulation and hysteresis

hotsx_—

ey

ocean

Figure 6: Schematic of an ice sheet with extent x. and height H.

Ice sheet mass is determined by the balance between accumulation of snow above the
snow line and ablation at the margins, where the snow line is given by hg + sz, as shown in
Figure 6. As the ice sheet extent decreases the height h decreases, meaning less of the ice
sheet is above the snow line, and therefore accumulation is less and ice sheet extent decreases.
When the height falls beneath the snow line accumulation goes to zero. In the absence of
any gain terms, the ice sheet collapses.
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2 Sliding and Subglacial Hydrology

2.1 Weertman’s sliding law

Consider ice over a set of obstacles as illustrated in Figure 7. The obstacles are separated on
average by a distance [ and have heights roughly of size a, so that the aspect ratio is defined

as

v=T. (16)

//’_H“\\Mh_#///’—ﬁ“\
] =

[

Figure 7: Weertman’s sliding law.

v

s

The ice is assumed to slide at a particular velocity. Weertman’s law is derived by assuming
that a “regelation” velocity is roughly the same as a “viscous” velocity associated to Glen’s
flow law.

Pure Regelation

low pressure refreezes at other

thin film side of obstacle

high
pressure

Lb obstacles

Figure 8: Pure regelation.

Regelation occurs when ice at high pressure melts and then refreezes at areas of low
pressure. This creates a very thin film, with a thickness of the order of 1um over which
the ice flows. Figure 8 shows the case of pure regelation. Under regelation, the pressure
difference across the obstacle is roughly

T

where 7 is the average shear stress at the bed, and p is the pressure. Hence, using that

-, (18)

where T), is the melting temperature, it follows that there is a temperature difference of

-
6T~ C—. (19)
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where T is the temperature. The regelative water flux is uza®, where upg is the regelative

ice velocity, meaning that to melt the ice a latent heat of p;Lura® is necessary, where p; is
the ice density and L is the specific latent heat. This must be equal to the heat conducted
through the obstacle, so that

orT EC N T
k—) 2 — ’LL 2 = = ( )— , 20
( o )¢ T PEuRe Ur piLa) 12 (20)
where £ is the thermal conductivity of the bedrock. It follows regelation is important for
small obstacle sizes of size a.

Meanwhile, the velocity due to viscous shearing is related to Glen’s flow law. It is

A(Z) 21
uy = 2a <—> ,
v~ 20A( 7, 1)
where n is the exponent in Glen’s flow law. Thus, this velocity dominates for large obstacles
of size a.

There is a controlling obstacle size a for which both effects are important. Selecting a so
that both velocities are equal, means that u = ug = uy, so that multiplying both equations

yields,
of Pil >n41r1 2
= —_— ntl 22
r=(gea) 0 (22)

This is known as Weertman’s sliding law.

2.2 Lliboutry cavitation

For large obstacles, cavities are formed due to the fact that the film pressure after the obstacle
is lower than the water pressure in the local subglacial drainage system. In practice, it is
common to find these cavities. Figure 9 illustrates this cavitation.

o

+——

le

Figure 9: Lliboutry cavitation.

In this case, the velocity due to viscous shearing, which is assumed to dominate, takes
the form

(VRS 2(a+lc)A<%>n, (23)

where [, is the length of the cavity. Additionally, the pressure difference between the ice and
water relates to the velocity by

lE:ANna N:pi_pwa (24)

c
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where N is the effective pressure, p; is the ice pressure (or overburden pressure) and p,, is
the water pressure. Substituting /. then yields

1

T A n o
N_”(2(1+A)>’ A= ANea (25)

2.3 Drainage and the Nye-Rdthlisberger model

Weertman films have a tendency to become unstable. In these cases, Rothlisberger channels
form, where water flows from regions of higher pressure to regions of lower pressure. The
channels are maintained open by melting in the channel walls. The melting is due to the
frictional heat resulting from the flow of the water itself. The channels are schematically
shown in Figure 10.

e
Ice closure A"/;
RS T A
' water flow -

glacier bed

Figure 10: Réthlisberger channels.

The Nye-Rothlisberger model assumes that a channel of cross-sectional semi-circular area
S is governed by the closure equation
oS m
— = — — KSN" | 26
“—~~  Viscous closure

melt due to ice creep

where m is the melt rate, K is a constant (proportional to A) derived from the ice creep
problem, and N is the effective pressure (see (24)).
Conservation of mass in the slowly varying channel can be written as
oS 0Q m
— 4+ —= — +M, 27
ot Ox Puw (27)
~—

volume source due
to side-wall melt

where x is the downstream spatial coordinate, () is the volume flux, p,, is the water density,
and M is a prescribed source accounting for tributary flow, surface melt-water supply, etc.
Ignoring inertial terms and using a Manning correlation to account for turbulent friction,
the conservation of momentum can be written as
. Opu QQ|
p’u}gSlna— axl_ fpwg S8/3 Y (28)

N

TV
hydraulic gradient
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where ¢ is gravity, f is a friction coefficient related to the Manning roughness factor and «
is the mean bedrock slope.
Meanwhile, the energy equation is given by

00, 00, . Ipuw
1owcw <SE + Q%) = \Q(pwg sin o — 8%) —In(L + cuiEQw - Hi))J, (29)
material ra}g of change frictional?lreat source enthalpy change

of water temperature on melting

where 6, is the water temperature, 6; is the ice temperature, ¢, is the specific heat capacity
of water, and L is the specific latent heat.
Lastly, a local heat transfer condition at the ice wall for a cylindrical tube is given by

aDB< Pul@ >0.8k’(9 —0;) =m(L+ cp(0n — 6:)) (30)
nws1/2 w (2 w w (2 9
where app is a constant, 7, is the viscosity of water and k is the thermal conductivity of
water.

The five equations, (26)—(30), constitute the Nye-Rothlisberger model which solves for
the five unknowns S, @), m, p,, and 0,,.

The effective pressure can be estimated under the assumption of steady state conditions.
In this case, the equations reduce to

m

= KSN",
Pi
dp 2
. . w — 31
pwg S (v ax fpwgsg/g ? ( )
Opuw
mlL = Q(pwgsinoz — L) )
ox
These equations can be solved numerically, but in general it is found that 65';;” < pwgsina,
and neglecting a(% yields a boundary layer, so that away from the snout it follows that
mo\w fQ?\ % Q
N:< ),Sw(. ), R —pPwgSina . 32
KSp; sin «v mETp gema (32)
Lastly, substituting the latter two in the former yields that the effective pressure is
L 11/8 L
1 PwgSin % a &
N =~ an = <—> , 33
5Q 8= (" (33)

where sometimes f is taken as f = (n’)2G, where n’ is the Manning roughness factor, and
G = (%)2/ 3 is a geometric factor with ¢ being the wetted perimeter.

2.4 Linked cavities

Next, one might consider linked cavities such as those shown in Figure 11. Let s be the
shadowing function which represents the fraction of the bed that is cavity-free. It is a
decreasing function of
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where u is the sliding velocity. Then using the theory yields that
n}</4nN
s(A)

where ng is the number of cavities across the width of the glacier. Therefore, linked cavities
within a glacier operate at a higher pressure than a channel-based system.

~ BQ (35)

ice movement

Figure 11: Linked cavities.

2.5 Creyts-Schoof water film

supporting
clasts

water film

saturated sediments

Figure 12: Creyts-Schoof water film [Creyts and Schoof, 2009].

There are other models for the films of water that develop between the bedrock and the
ice. One of the most recent is the Creyts-Schoof water film [Creyts and Schoof, 2009]. Under
this model, the “obstacles” actually become supporting clasts for the ice, as shown in Figure

12. In this case, there is a different scaling for the effective pressure,
1

1
3
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GFD 2017 Lecture 3: Subglacial Control of Ice Flow

Andrew Fowler; notes by Eric Hester and Jessica Kenigson

June, 21, 2017

1 Subglacial Floods: Grimsvotn

Jokulhlaups or “glacier-bursts” are flooding events that are associated with glaciers; these
events may be quasi-periodic or periodic. In 1996, a massive Jokulhlaups occurred at the
Skeidararjokull glacier at Iceland, which partially overlays a lake within a geothermally
heated caldera. The ice overburden pressure at the caldera rim forms a “seal” which prevents
the lake from emptying. Figure 1 shows a simplified geometric profile of the region.
Flooding events at Grimsvotn occur regularly, indeed quasi-periodically (~5-10 years)
(Figure 2). A plausible mechanism for flooding from Grimsvétn would involve the water
pressure in the lake growing to exceed the ice overburden pressure and causing flotation of
the glacier, releasing a burst of water through the broken “seal.” During observed flooding
conditions, however, the water level within the lake has not been observed to reach the
necessary height to achieve glacier flotation. A simplified physical model will be developed
to shed light on the flow of water beneath the glacier during flood events as well as the
periodicity of these events. Much of the following theory follows the exposition by [4].

1.1 Model

Water flows through a semi-circular conduit (i.e., a Rothlisberger Channel) of cross-sectional
area S at the glacier base. In the Rothlisberger model, melting of the channel walls occurs
through frictional heating via contact with the flowing water, and creep closure occurs be-
cause the ice overburden pressure exceeds the water pressure in the channel. That is, in
general, N = p; — p, > 0. Equation 2 models the change in the cross-sectional area of the
conduit under the competing effects of melting of the sidewalls m and creep closure SN™.
Therefore

m
— =——KS(p; — pu)", 1

oa (i — Pw) (1)
where subscripts ¢ and w indicate ice and water, respectively, and K is a constant which
depends upon the geometry of the conduit. The second term arises from the nonlinear flow
law for plastic deformation. Two separate sources are assumed for volumetric flux ) to the
channel: melt of the channel walls and other sources such as surface meltwater and outflow
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Figure 1: Simplified profile of the landscape near Grimsvétn. In the Rothlisberger-Nye model
x is increasing to the right and is measured from the seal (which is assumed to be fixed in
space). Figure from [1].

from the lake, which are subsumed into a single term M. Therefore, continuity of mass
within the conduit implies

as  0Q m
E—l—%—p—w—i-]\/[. (2)

A momentum balance arises from rearranging the Gauckler-Manning formula for a mean

(turbulent) flow u = Q/S :

R p
U = n' [ﬁ (pwgs - %)} (3)

where R is the hydraulic radius, g is the gravitational constant, g, is the component of the
gravitational constant in the s-direction (here z-direction), n’ is a Manning roughness factor,
and p,, is the density of water [7]. It follows that

: dp Qe
Pwg SM O — % = fpwg SL/?" (4)

where the first term represents the gravitational driving force, the second term represents
the water pressure gradient, and the third term represents bed friction. Here f is a friction
factor and « is the bed inclination. Finally, the energy equation is
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Figure 2: Hydrograph showing extreme flooding events at Grimsvotn in 1922, 1934, 1938,
1945, 1954, 1972, 1976, 1982, 1983, and 1986. Figure from [3].
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9, o0
ot

PuwCu [S— +Q ol Q (pwg sin o — %) —m L+ ¢, (0y — 0;)] (5)
where the rate of change of internal energy is given by the sum of two terms: the energy
needed to change the temperature of water already in the conduit (term related to the total
derivative of 6, on the LHS), and the energy needed to melt ice from the conduit walls
(second term on the RHS), which consists of a sum of the energy required to raise the ice
temperature to the water temperature and the latent heat needed for the phase change. The
first term on the RHS is the frictional heating due to viscous dissipation (see Equation 4).
Finally, a heat transfer equation is given by

4/5
ans ( 5105[3\2) k(O — 0) = m [L + cu(0 — 6,)] (6)

where the term on the LHS is an empirical expression for heat transfer at the ice conduit
walls given a turbulent flow; this is obtained from an empirical relation among the Nusselt
number, the Reynolds number, and the Prandtl number ([7]). Here app ~ 2, 7, is the
viscosity of water, and k is the thermal conductivity.

At the lake inlet, the “refilling” condition is given by

Ap ON
_ e E — tr=0 7
pug ot " Qate ®)
where Ay is the (fixed) surface area of the lake and my is the geothermal melt rate in the
caldera. That is, changes in the effective pressure at the seal are driven by the meltwater flux
in the lake due to geothermal heating and the volumetric flux of water into the subglacial
conduit. Here

. Ip;
@ = w - 8
Pwg Sin o . (8)

is the hydraulic gradient. These equations are nondimensionalized with

Q=0QQ", S=55" pi—p=NN*, m=mem*, x=Ilx"t=rtyt", 0,=0;+ 60",

which gives
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S = m— SN (92)
e%—l—%—ermjLQ (91)
D + 5%];7 - %l%' (9¢)
es@ Q— —Q [ %—ﬂ —m(1+ erf) (9d)
o <%) = ym(1 + erd) (9¢)

The nondimensional parameters are given by

Dyl
= 10
€ oL (10a)
1/4 2 11/8 n
_ 1 o " (10b)
Dol | pilK L(fpuwg)®/®
w0\ e ((foug (100
kapgl \ pw 0 0%
Pi
r=-— 10d
pw (104)
Ml
0O=_— 10e
Qo (10¢)
with the boundary condition
ON
8t—Q—Vatx—0 (11)
Reference values for these parameters are
y~25, €~005 r~09 §~022 Q~0.6-10"7 (12)

(A table of physical parameter values used in the scaling is available in [4]). Ordinarily,
flooding is initiated in the presence of the “seal” at the margin of the caldera. Now re-scale
x = 0X to investigate near the boundary of the caldera, let w = 62 and allow ® < 0 near
the lake. Assume that € and v are small, which implies via Equation 9e that § = 0. The
equation set then reduces to
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Q
X 1
o~ Y (13Db)
ON _ Q|Q
O+ o= G (13¢)
with the boundary conditions
ON
W(O’t) =Q0,t) —vatx=0 (14)
ON
ax 0as X — oo (15)
where
mr,
V= —. 16
Q o)
Assume the following form for ®,
d=1—ae ", (17)

for some parameters a and b (which are related to the strength of the seal). Figure 3 shows
the numerical solution of Equations 13a-13c¢ and 14, which agrees quite reasonably with
observations.

Note that in a steady state (05/0t = 0) with & ~ 1, Equations 13a-13c reduce to the
Roéthlisberger relation for N and Q.

1.2 Distributed drainage system

Massive flooding events have likely occurred beneath ice sheets such as Antarctica, with Lake
Vostok potentially implicated. Note that flooding events beneath ice sheets are physically
very different from events beneath glaciers, as drainage beneath ice sheets is not typically
through Rothlisberger channels.

In Rothlisberger channels, N and @) are related via

for a material parameter 5. Under these circumstances, it is typical for a single conduit
to develop, owing to the relationship between ) and N. If two Rothlisberger channels of
differing radii are close together (such that water can escape from one channel to another
through the bed), the channel with relatively small @ (small N, large p,) will experience
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Figure 3: (a) Model showing periodic flooding at Grimsvétn. (b) Hydrograph of the observed
(red) and modeled (green) discharge based upon the solution of Equations 13a-13c and 14
under the assumption that a = 2.8,b = 4.316. Figure adapted from [3].

leakage into the nearby channel of large (), and the small channel will gradually close. If
the subglacial sediment is relatively stiff, then it is possible for Rothlisberger channels to
develop beneath a glacier. However, if sediment is significantly erodible, then it is likelier for
a distributed drainage network to develop (rather than a single channel).

In prior derivations, Réthlisberger channels were assumed to be semi-circular with h ~ w,
where w is the mean width and & is the mean depth. Now relax the assumption (as in the
Rothlisberger theory) that A ~ w. Instead R = S/l, where R, the hydraulic radius, is a
fraction of the cross section S = wh and [, the wetted perimeter, and

2 _ 24/3,0wn/2Q2

piSih10/3 19
Kw?N"™ = % (20)

where n’ a Manning roughness coefficient, K is related to the closure rate and is dependent
upon the geometry, and S; is the ice surface slope. This is a generalization of the Rothlis-
berger theory and reduces to it in the case w ~ h. It is derived from a Manning law and
the assumption that the closure rate due to melting balances channel closure due to the ice
overburden pressure. Assume that the channel depth is close to the critical depth at which
sediment transport occurs. It then follows that
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N = QU (21)
with
pgS.QhéO/B v
- 2BK Lpyn” (22)

where h. is a critical depth fixed by the critical stress for sediment transport and L is a
function of the sliding velocity and effective pressure N. This suggests an inverse relationship
between N and @, unlike for Rothlisberger channels. Therefore, the closure mechanism
discussed previously for Réthlisberger channels is avoided, which permits the existence of a
distributed drainage network [7].

2  Subglacial Bedforms: Drumlins, Ribbed Moraine, and Mega-
scale Glacial Lineations (MSGL)

The action of ice sheets during the last ice age has had profound effects on topography
throughout the world. Ribbed moraines, drumlins, and Mega-Scale Glacial Lineations (MS-
GLs) (seen in Figures 4, 5, and 6, respectively) are prime examples of such effects. They are
always seen in large clusters in areas of past glaciation (Sweden, Ireland, Canada), with the
prime differences being the main direction of variation. Ribbed moraines, much like dunes,
form transverse to the flow, while MSGLs are instead directed longitudinally. Drumlins,
however, are fully three dimensional, being between these two extremes.

The glacial dynamics responsible for these features have not been settled. However, [6]
has developed a model which couples ice sheet and deformable sediment dynamics, with
a thin intermediate water film. This model exhibits all three of these formations, and we
outline its development below.

2.1 Ice

We model the ice as a Newtonian fluid of viscosity 7;. The finite depth ice lies above a thin
water layer, which in turn rests on a deformable bed of till (Figure 7). The inertial terms are
negligible in the Navier-Stokes equations, giving Stokes flow

V-u=0, (23)
0=—VP —p;gVz +n,Vu, (24)

where u is the ice velocity, p; is the ice density, n; is the dynamic viscosity, and P is the
deviation from the cryostatic pressure.
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Figure 4: Ribbed moraines in
lake Rogen, Sweden. Ridges
form transverse to ice flow
6].  Figure adapted from
https://www.sheffield.ac.uk
/drumlins/rogen

ice surface z

Figure 5: Digital elevation
map of part of north central
Ireland. The small bumps are
drumlins, which are roughly
10 m high, and several hun-
dred metres in length [6]. Fig-
ure adapted from [6].

%

/

Figure 6: MSGLs in
Canada,  which are
stead parallel to sheet flow
[5].  Figure adapted from
https://www.sheffield.ac.uk/
drumlins/msg].

in-

Figure 7: A view upstream of the model. The ice sheet, with upper surface z = z;, rests on
a water layer extending from z = s to the sediment bed at z = b [6]. Figure from [6].

At z = z; we specify matching normal stress 7,,, with zero horizontal shear stress 7 =

(7’13,7'23)

P_Tnn:()7

T =0,

(25)
(26)

and additionally require a kinematic equation for w, which prescribes its value at the top
boundary in terms of the ice sheet elevation z; and the accumulation rate a

W= 2t + UZjp + V2y — Q.

(27)

At the bottom of the ice (z = s), we now require some relation for the shear stress. We
assume it depends on the basal ice velocity u, and the effective pressure at the interface
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N:pi_p’un

T = f(up, N)—. (28)

Up
We specify a generalised Weertman sliding law for f
f(uy, N) = RN"uj, (29)

where R is the roughness coefficient, and b and ¢ are the respective powers of the effective
pressure N and basal velocity wu,. Finally, we have our second kinematic equation for w at
the bottom boundary

W = S + USy + VS, (30)

2.2  Water
As mentioned, the water exists between the two interfaces, giving the layer thickness h as
h=s—b. (31)
The hydraulic potential in the water is then
= pig(zi — d;) + Apuwigs — N + P — Ty, (32)

where Ap,; = p — p; is the density difference between water and ice, and d; is the ice depth,
which is assumed to be constant over the smaller scale of the deformations we will observe.

The water between the ice and sediment is then modelled as a thin film. Its evolution is
governed by Poiseuille-type flow

h3
12n,,

ht:v-[ w}] 4T (33)

Here, T" represents sources due to ice melt (from geothermal heating, frictional heating, and
heat flux into the ice).

2.3 Sediment

The sediment is also a deformable medium. However, unlike the water or ice, it will not
deform until the basal stress applied to it by the ice 7 = f(u, N) exceeds the yield stress
1N, where p is the coefficient of friction. Hence, it will have a finite deformation depth h 4,
below which the sediment is unperturbed, given by

7/ — N,

ha—
4 Apsw(l - ¢)g

(34)

(where [y]; = max{y, 0}).
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The governing conservation equation of the sediment is called the Exner equation, and
models the change in the bed elevation b in terms of the sediment deformation depth hy4, an
effective sediment viscosity 7,, and

I 51 T,
bt + V- §UOUhA'L — ]_2778 VN + Q<Te)7‘_€ =0. (35)
The first advective flux term represents shearing from the average ice flow ugu, where u is
a spatial average of u at the base, defined so that f(u, N) = f(u, N). The second diffusive
term then represents squeezing of the till in a thin layer h4 due to the effective pressure N.
The final flux term represents sediment transport due to the effective stress 7. transmitted
by the water to the bed, given by

1

—ihvw — ApswgDsVD. (36)

T, =

This is the actual viscous stress in the water plus a term related to the tendency of sediment to
roll downhill, which depends on the difference in sediment and water density Apg, = ps — puw,
and the average grain size of the sediment, D.

2.4 Reduced model

We can then non-dimensionalise this system, and significantly simplify the model. For more
details on each step, please refer to [6].

Our upper ice equations are completely solvable in terms of the stress at the boundaries.
By linearising the boundaries as constant, we can solve the upper system using the Fourier
transform, defined to be

fllwt) = [ [ faeteeto dy, (37)
This leaves only the kinematic equation for w, which is now given by a Fourier convolution
w=as;+us, = J x P, (38)

where ® represents a perturbation to the pressure, and J is given by the inverse transform

of
A sinhzj k
J = , | = —, k= /k2+ k2. 39
2k(j + cosh j sinh j) I=5 Ry (39)

Here o = [p/d; is the ratio of the bedform length scale [p to the ice depth scale d;, and
a = dp/dp is the ratio of the deformable till depth scale dr to the bedform depth scale dp.
Finally, u(t) represents the z-averaged basal velocity, defined to give the average shear stress
at the bed, which gives (when non-dimensionalised)

Nb
f(u, N) =1, implying f(a,N)= - (40)
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Our thin film evolution equation for the water depth simplifies considerably (throwing

out small terms), to become
V- [R*VU] = o h?,
where
U=s5—N+9o,

can be thought of as akin to pressure in the water.
Our water thickness equation is given by

b=s—dh,

where 0 = hg/dp is the ratio of the average film thickness to bedform depth scale.

Finally, our Exner equation simplifies to
by +uA, =V - [BAVN — vB(1.)T.].
Here, A is a non-dimensional deformable till depth, given as

-pfan]

40
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Figure 8: Simulations of the system on a periodic domain [2]. The left column shows topog-
raphy and the right shows water flux, with red streamlines. Depending on the parameter
choice, we can generate ribbed moraines, drumlins, or MSGLs. The incline of the MSGL
stems from the periodicity of the domain, which does not enforce a direction of outflow. The
chief numerical limit on the model is the smallness of §. Figure adapted from [2].
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The parameters [ and vy are given by

_ % _ D
3ZD ' 7 dTUO

p (46)
where dr is the scale of the deformable till depth, g, is the scale of the sediment flux, and ug
is the scale of the basal velocity. While small, both of these terms are necessary. The § term
is required to stabilise the growth of the bedform, while the sediment transport v term is
required to generate the rilling instability responsible for MSGL formations. The advective
uA term is responsible for the ribbing instability that generates the moraine formations.
Finally, the stress 7. represents the effective stress of the water on the sediment, given by

7. = ohi — hV. (47)

Combined, we now have 8 unknowns, ¥, b, s, h, A, N, 1., ®, but only 7 equations (num-
bered above). We therefore require an additional equation to close the system. We achieve
this by specifying a relation between the height h and effective pressure /N of the till.

The water film can be thought of as a porous layer. This porosity will decrease with
the effective pressure, and increase with the film thickness. We then reason that the film
thickness will be a decreasing function of effective pressure - if we squeeze harder, the layer
thins.

To infer the scale of this process, consider some critical clast size h.. If the film is thicker
than this, the ice no longer rests on rocks jutting from the till, and the effective pressure
drops to zero. If N changes by O(Ny) when h changes by O(h.), then

_ON Noho _ 1
oh Twhe A

(48)

where 7, represents the basal stress scale. The simplest such relation satisfying these require-
ments is given by

ARN = 1. (49)

Unsurprisingly, this is the least secure aspect of the model. However, when simulated,
the model is able to recreate all three types of bedforms (Figure 8) by varying only three
parameters.
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GFD 2017 Lecture 4: Processes at the Ice-Ocean Interface

Andrew Fowler; notes by Margaret Lindeman, Agostino Meroni, and Earle Wilson

June 22, 2017

1 Ice Streams and Ice Shelves

1.1 Ice Streams

Ice streams are channels of fast flow within an ice sheet. These frozen rivers of ice provide
the main drainage pathways for the large masses of ice that accumulate on Greenland and
Antarctica. Since ice streams typically flow orders of magnitude faster than the surrounding
ice sheet, they are usually delineated by elongated crevasses. Notable examples of ice streams
are the Jakobshavn glacier in West Greenland, which flows at a mean rate of 15 kilometers
per year, and the Siple Coast ice streams in Antarctica, which have undergone rapid retreat
over the past century.

ice

Figure 1: A schematic showing a cross-sectional view of an ice-sheet flowing over bedrock.
This schematic is an adaption of Figure 1 in Kyrke-Smith et al. (2013).

Figure 1 provides a simplified cross-sectional view of an ice sheet sliding over bedrock.
Here, the ice sheet slides on top of rigid clasts that provide an opposing frictional drag.
Between the ice sheet and bedrock is a thin layer of meltwater that has thickness H. The
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shear stress at the base of this ice-stream is modeled using the sliding law

7 = clupl? N7 2 (1)
||
where 7, is the basal stress, ¢ is a measure of effective roughness, u; is the basal velocity,
N is the effective pressure, and p and ¢ are positive. The effective pressure is defined as
N = p; — py, where p; is the ice pressure and p,, is the basal water pressure. As the water
level increases, the points of contact between the ice and the bedrock decreases. Thus, N
should decrease with H. Once the ice is lifted above the highest clasts, it will experience
much less resistance from the bedrock and flow much more freely. Further increases to the
meltwater thickness will have a relatively small effect on the effective pressure. We can
therefore identify two distinct states of ice sheet flow: one where the ice is in full contact
with bed and N is strongly dependent on water film thickness, and another where the ice is
essentially floating on top of meltwater and experiences very little frictional drag.
Mass conservation for the meltwater layer takes the form

OH
E%—V-q:F, (2)

where q is the water flux and I" is the water source due to basal melting. Assuming a local
Poiseuille flow, the meltwater flux q is given by
h3 h3

- = —Pi i_Awi w N7
lznwvw 12%( pi gVsi — Apui g Vs, + V N) (3)

q:

where 1 is the hydraulic potential of the water film, 7, is the viscosity of water, p; is the
density of ice and A p,; = pw — p; is the difference between water density and ice density.
The melt rate is given by

:G+ub'Tb—QT+|Q'V¢’
pw L '

r

(4)

where G is the geothermal heat flux, uy, - 7, is the work done by the ice on its bed, qr is the
sensible heat loss to the overlying ice and |q - V)| is the heating due to viscous dissipation.
Equations (1)-(4) reveal the potential for a positive feedback between ice-velocity and basal
heating whereby a positive perturbation in the flow field leads to an increase in basal heating
and a decrease in effective pressure. With lower effective pressure the ice is able to slide faster,
which then leads to more basal heating and meltwater production. This cycle of amplification
is known as hydraulic runaway.

For a more thorough discussion on the dynamics of ice streams and hydraulic runaway;,
the reader is referred to Kyrke-Smith et al. (2013). For more details on the drainage of
subglacial water sheets, the reader is referred to Creyts and Schoof (2009).

45



1.2 Ice shelves

When an ice sheet reaches the ocean, it may begin to float as it continues to flow outward,
forming an ice shelf. The scales and dynamics of an ice shelf are distinct from those of the
ice sheet.

Grounding line

SIA |
LT3 I Full
|
|
|

Stokes | ST

e\ n/(n+2)
el

Figure 2: Schematic of grounding line dynamics. The shallow ice approximation (STA) is
applicable to the ice sheet upstream of the grounding line, while the shallow shelf approxi-
mation (SSA) is applied to the ice shelf. The grounding line region width is given by (15).

To model the ice sheet, we previously referred to the shallow ice approximation (SIA),

with aspect ratio

€= %i < 1L (5)
The dominant balance in this approximation was between shear stress 73 and horizontal
pressure gradient, taking longitudinal stress 71 to be negligible (e.g. Meur et al. (2004);
Kirchner et al. (2016); figure 2).

Now we will use the shallow shelf approximation (SSA). As the name suggests, the aspect
ratio is the same, but now the dominant balance is between the horizontal pressure gradient
and longitudinal stress 7 (figure 2). This requires a rescaling of the equations in order to
apply them to the ice shelf. To this end, we introduce a parameter,

Pw — Pi
0= ) (6)
Pi
such that we can define a scaling for the ice shelf depth,

¢ / 5\ VD
V= 5 (X) ) (7)
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where the ice shelf length scale is given by .
Making the assumption that velocity is purely horizontal and varies only in the along-flow
direction x, we get the following equations for ice velocity in the SSA:

u = {3+ 1) (G} (@ — ) VO, ®)

ug = 3(;H)". (9)

Defining the ice height at the grounding line x4 as H, we also have an expression for ice
flux to the ice shelf at the grounding line,

qr = Hu. (10)

2 Grounding Line Dynamics, Calving and Tidewater Glaciers

2.1 The grounding line

To determine ¢; and the location of the grounding line ¢, we need to solve a boundary layer
problem where we match the SIA and the SSA through a transitional region where neither

approximation is applicable.

First, recall these governing equations for inland ice sheet flow:

H=s-b, (11)

Ht + 4z = @, (12)
Hn+2‘5x|n+1(—5x)

= 13

1 n+2 ’ (13)

where H is the depth of the ice, ¢ is the ice flux, and (12) is an expression of mass conser-
vation. To match the two sides of the grounding line, we take the boundary conditions as
x — xg to be (at leading order)

H—0, q— qq, (14)

where qg is the ice flux from the ice sheet. These conditions describe a point-sink at the
grounding line. (Note that in steady state, ¢ = qg. However, in an unsteady state, the
grounding line can move, such that ¢; and g are related by (36).)

The full Stokes equations can be used to describe the dynamics of the transition region
surrounding the grounding line, the width of which scales as

o\ +2)
e Ne(g) . (15)
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Rescaling the variables for the transition zone, we redefine a coordinate system where the
grounding line is at X = 0, and derive the following matching condition for the ice surface
as X — —oo:

S~ =)X, (16)
1/n
A=l el o)
The rescaled model for incompressible Stokes flow in the transition zone where I = P+ S'is
Ux + Wy = 0. (18)
Uy =T37 + Tix, (19)
Uy =-Tz+1Tzx, (20)
Uy +Wx =T" T3, (21)
2Ux =T"'Ty, (22)
T =T; +T?. (23)
The boundary conditions on the surface (Z = 0 in the scaled coordinates) are

Ty =W =0. (24)

The base of the floating ice is a free boundary (Z = B, X > 0), with boundary conditions
B=—(II+1T,+15Bx), (25)
T3(1 — BY) = 2T By, (26)
W = (—i¢ + U)Bx, (27)

where z¢ = %xg (and t* is rescaled time). The boundary conditions on the grounded base
(Z = Bg, X <0) are
W =0, (28)
15 = BU, (29)
where (29) is a sliding law with basal sliding parameter .

Now, we will define the necessary conditions to match between the three regions. For the
ice sheet (SIA), the matching conditions as X — —oo are

Iy — =, (30)
W —0, (31)
T3 — —\Z. (32)
For the ice shelf (SSA), the matching conditions as X — oo are
Ty~ _%‘Bv (33)
BN—%, (34)
U ~ [0+ 1) (Gar) X]7 000, (35)
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Mass flux to the ice shelf, ¢;, is defined by

qr = qa + ¢ Bg. (36)

The surface is defined as
S={I+1) . (37)
Z=0
It should be possible to determine B from (27), but ¢ is still unknown.
To address this, we introduce physically straightforward contact conditions. We require
a downward normal stress upstream of the grounding line (X < 0):

B+11+1T; > 0. (38)
Downstream of the grounding line (X > 0), we require that the base of the ice be floating:
B > Bg. (39)

Finally, at the grounding line (X = 0), the effective normal stress is zero, allowing the ice to
lift off of the bed:
B+11+1T; =0. (40)

Numerical solutions suggest that there is a unique value of ice flux from the ice sheet at
the grounding line, ¢, (proportional to A\") that satisfies the contact conditions:
ATHE
4G = <
n+2

: (41)

where H¢ is the grounding line ice thickness.

2.1.1 Marine ice sheet instability

A marine ice sheet, which is grounded be-
low sea level, may become unstable if its bed
slopes downwards inland (Fowler, 2011). The
dynamics of this instability, which is known
as the marine ice sheet instability (MISI), is
described in Figure 3. Here, the delivered ice
flux, qp, is assumed to be a linear function of
distance and proportional to snow accumula-
tion. The grounding line ice flux, gg, is an
increasing function of ice depth, as in (41).

In the example shown in figure 3, the slope Figure 3: Schematic of MISI. qq is the deliv-

of the bed depth below sea level, Hg, changes ered ice flux, ¢g is the grounding line flux,
sign twice, so there are three intersections be- Hg is the depth of the bed below sea level,
tween ¢y and gg. Such an equilibrium is un- and A, B, and C are the equilibrium posi-
stable where % is greater than 68‘1—5, so A and tions.
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C are stable, while B is unstable. Intuitively, this makes sense, because if the grounding line xg
advances from B, the delivered flux g, exceeds the flux through the grounding line gG, causing the xg
to advance until it reaches the next stable equilibrium, C. Conversely, if x; is perturbed in the
opposite direction, retreating from B, g¢ exceeds ¢, resulting in unabated retreat until A is reached. In
contrast, the ice sheet recovers from small perturbations in either direction at A or C.

2.2 Calving

The process of calving refers to the fracture of an ice-shelf or a glacier terminus in the sea.
[ceberg calving is a sink in the overall ice sheet mass balance and it has been observed to be
especially important in Antarctica. In particular, there are circumstances in which glaciers
can undergo rapid ice loss through iceberg calving, and these events can have a significant
impact on global sea level. Due to the complexity of the phenomena involved and the danger
inherent in making observations near a calving face, there is still not a complete and thorough
theory describing calving.

2.2.1 Calving mechanisms

Consider a tidewater glacier and let h; be the thickness of the ice and h,, be the depth of the
water. By scaling the momentum equation along x on an ice shelf, one finds that the net
balance is between the longitudinal shear stress term and the pressure gradient term, namely

87'11 o 0p

=, 42
Ox ox (42)
By integrating the above equation along = across the interface
T11 = Pi — Pw; (43)
and integrating over the depth, one gets
hs = 5 (pih? = puh) (44)

where the overbar denotes vertical average, g is the acceleration due to gravity and p; and
pw are ice and water density, respectively. This leads to

— 1— 45
i 2 ( pih? ) ' (45)

indicating that if the pressure jump at the interface balances the depth integrated longitu-
dinal stress, the calving front is in equilibrium. Whether the ice is grounded (p;h; > puwhy)
or floating (p;h; = pwhw), T11 is greater than 0. In the case that 777 exceeds the yield stress,
the ice may fracture.
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In particular, calving occurs when fractures propagate to a suffucient depth to isolate
blocks from the main glacier mass. Nye (1957) suggested that the crevasses penetrate to a
depth d where a balance between the tensile strain rate and the creep closure rate due to
the hydrostatic pressure is reached, namely

9 .\ 1/n
= pig <%> ’ (46)

where A and n come from the Glen’s flow law, which relates the strain rate ¢;; to the stress
tensor 7;; as €; = At 'r;;. The presence of meltwater in the crevasses can help to deepen
them because of the additional hydrostatic water pressure. In Nye’s model this is accounted
2
d —

for as
¢ 1/n
- Dy + wgdw ) 47
Pig (A) : ] ( )

where d,, is the water column depth in the crevasse.
Benn et al. (2007) affirm that the four major mechanisms that control calving are, in
order of importance:

1. stretching in response to large-scale velocity gradients: the velocity distribution at the
ice surface is a primary control on the crevasse depth, which is enhanced by meltwater,
and the calving margin, which is also influenced by the ice cliff height;

2. force imbalances at an unsupported ice cliff;
3. undercutting of the ice cliff by melting at the submerged ice interface; and

4. torque arising from buoyant forces.

2.2.2 Calving laws

In the literature there have been multiple attempts to quantify the calving rate as a function
of other ice or ocean parameters. While no calving laws have yet been established for ice
shelves, for tidewater glaciers the rate of change of the ice front position ¢ has been related
to the calving rate u,. through

Ty = U — U, (48)

where @ is the vertically averaged glacier velocity at the terminus (Benn et al., 2007). Mul-
tiple works, such as Haresign (2004); Benn et al. (2007), have shown that an empirical linear
law links the calving rate to the height of the water column at the terminus as

Ue = @+ bhy,. (49)

Although the behavior seems to be quite universal, the coefficients a and b have been found
to be glacier- and time-dependent (seasonally). In addition, calving rates of freshwater-
terminating glaciers are around one order of magnitude lower than tidewater glacier calving
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rates, which seems to be due to differences in water densities, upwelling turbulent heat
transfers and underwater melting rates, among others.

Not all the calving laws have been written as a function of the water depth. Other works,
such as Sikonia (1982), have attempted to write down calving laws in terms of the height of
the terminal ice cliff above buoyancy hg. This represents the excess height with respect to a
free floating ice body in the same water and is defined as

ho = hi — P2 h. (50)

i

2.3 Tidewater glacier cycles

The dependence of the calving rate on the water column depth is thought to play a crucial role
in tidewater glacier cycles. Observations and paleoclimate proxies suggest that in warmer
climates tidewater glaciers tend to undergo catastrophic retreats. For example, the Columbia
glacier was observed to retreat about 12 km between 1982 and 2002. To explain that, the
following simple reasoning has been developed. Let us start from a condition in which the
calving front is in a fixed position set by balance between the inflow mass and the mass
loss due to calving and melting. If at some point the up-glacier dynamics start pushing the
front further, a moraine shoal develops at the base of the front and the calving rate reduces
because of the decrease of the effective water depth at the glacier front. In this way, the
glacier is able to advance because the height of the moraine increases and keeps the calving
rate low. This is hypothesized to be sustainable for up to 1000 y at a rate of order 30 m
vy~ ! (Meier and Post, 1987). If then, perhaps due to inherent instability of the steady state,
the glacier starts retreating, it finds itself in contact with the full water column depth, with
no moraine shielding it, and the calving rate suddenly increases, causing the front to retreat
further. The retreat stops when the water column is shallow enough to return to a quasi-
stable equilibrium between inflow and mass loss at the front. This kind of retreat is thought
to happen over scales of 100 y at a rate of order 1 km y~! and figure 4 shows a schematic of
it.

Another feedback loop that might explain the initiation and the sudden retreat of the
tidewater glaciers described above has been has been hypothesized for the relationship be-
tween thinning, acceleration and calving retreat by Benn et al. (2007). In particular, this
study affirms that an increase in surface melting drives the thinning of the glacier, which is
responsible for a reduced effective pressure and a consequent increase in velocity and longi-
tudinal strain rate. First, this generates dynamic thinning, leading to a further decrease in
effective pressure. Second, this process leads to deeper crevasses, which causes the calving
margin to retreat more quickly.

3 Conclusion: A Cautionary Tale

As a conclusion, Dr. Fowler warned the theorists among us not to get too enamoured of
theory, to the exclusion of its application:
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Figure 4: Schematic of the tidewater glacier cycle.

“Pfuel was one of those theorists who so love their theory that they forget the purpose of
the theory - its application in practice; in his love for theory, he hated everything practical
and did not want to know about it. He was even glad of failure, because failure, proceeding
from departures from theory in practice, only proved to him the correctness of his theory.”
Tolstoy, War and Peace, I1II, I, X.

References

Benn, D. I., Warren, C. R., and Mottram, R. H. (2007). Calving processes and the dynamics
of calving glaciers. Farth-Science Reviews.

Creyts, T. T. and Schoof, C. G. (2009). Drainage through subglacial water sheets. Journal
of Geophysical Research, 114(F4):F04008.

Fowler, A. (2011). Mathematical Geoscience, volume 36 of Interdisciplinary Applied Mathe-
matics. Springer London, London.

Haresign, E. C. (2004). Glacio-limnological interactions at lake-calving glaciers. PhD thesis,
University of St Andrews.

Kirchner, N., Ahlkrona, J., Gowan, E., Lotstedt, P., Lea, J., Noormets, R., von Sydow, L.,
Dowdeswell, J., and Benham, T. (2016). Shallow ice approximation, second order shallow

53



ice approximation, and full stokes models: A discussion of their roles in palaeco-ice sheet
modelling and development. Quaternary Science Reviews, 147(Supplement C):136 — 147.
Special Issue: PAST Gateways (Palaeo-Arctic Spatial and Temporal Gateways).

Kyrke-Smith, T. M., Katz, R. F., and Fowler, A. C. (2013). Subglacial hydrology and the
formation of ice streams. Proceedings of the Royal Society A: Mathematical, Physical and
Engineering Sciences, 470(2161):20130494-20130494.

Meier, M. F. and Post, A. (1987). Fast tidewater glaciers. Journal of Geophysical Research,
92(B9):9051-9058.

Meur, E. L., Gagliardini, O., Zwinger, T., and Ruokolainen, J. (2004). Glacier flow modelling:
a comparison of the shallow ice approximation and the full-stokes solution. Comptes
Rendus Physique, 5(7):709 — 722. Ice: from dislocations to icy satellites.

Nye, J. F. (1957). The Distribution of Stress and Velocity in Glaciers and Ice-Sheets.
Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences,
239(1216):113-133.

Sikonia, W. G. (1982). Finite-element glacier dynamics model applied to Columbia glacier,
Alaska. U. S. Geol. Surv. Prof. Pap., 1258-B.

54



GFD 2017 Lecture 5: Basic Theory of Ice-Ocean
Interaction

Adrian Jenkins; notes by Madeleine Youngs and Guillaume Michel

June 23, 2017

In this lecture, we detail the structures of the ice-ocean boundary layers and of the water
motion beneath an ice shelf. These flows strongly depend on the thermodynamic properties
of water (e.g. latent heat, phase diagram, equation of state) and we therefore first review
these properties of fresh and salty water before turning to fluid mechanics.

1  The Ice-ocean Interface and the Boundary Layer

1.1 Impact of the melting of ice on the ocean
1.1.1 Phase diagram of water

For a mixture of ice and fresh water to be at equilibrium, the temperature has to be equal to
the freezing temperature Tt , which only depends on the pressure. At one atmosphere, this
temperature is very close to 0°C, and (unlike most other pure substances) it decreases as the

pressure increases, approximately as —1 x 106Pa - K1

Because seawater contains ions, its thermodynamic properties also depend on the salinity.
Once the pressure is fixed, the dependence of the freezing point on salinity can be seen on
the phase diagram Fig. 1. For simplicity, we describe in the following a mixture of pure
water and salt (NaCl).

In this figure, the grey zones are delimited by the liguidus (boundary with the liquid
solution) and the solidus (boundary with the solid solution). If the temperature and salinity
are set such that the system falls into one of these two grey zones, the equilibrium state is
a coexistence between a liquid solution and a pure solid (either ice or salt). The point E is
called an eutectic point, and corresponds, at one atmosphere, to a temperature of —21.2°C
and a salinity per mass of 23.3%.

These coexistence zones are of importance for ice-ocean interfaces: the melting of pure
ice in seawater tends to drive the liquid toward the liquidus. For instance, consider the total
melting of a mass of ice AM (temperature T}, salinity S; = 0) into a mass of seawater M
(temperature Ty, salinity S,). The final properties of the liquid (Tix, Smix) follow from the
conservation of energy and mass. The first principle of thermodynamics reads

My (Thix — T) + AM [c(Tix — Tt) + £ + ¢i(Ty — T3)] = 0, (1)
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Figure 1: Phase diagram of a mixture of water and salt, at a fixed pressure.

where ¢, and ¢; are the specific heat capacities of water and ice, and ¢ is the specific latent
heat at the freezing temperature 7;. The conservation of salt mass prescribes

M (Suix — Sy) + AM (Spix — Si) = 0. 2)

The changes in the seawater properties result from (1) and (2),

AM 14 (&
Tix = Ty — (m) |:(Tw —TF) + —W + a (Tt — T7) | < T, (3)
AM
Smix = Sw — (m) Sw < Sy (4)

As can be seen in Fig. 1, a decrease of the temperature and salinity of a liquid solution
favors the coexistence of pure ice and liquid in a liquidus state. Moreover, until two phases
coexist at equilibrium, the liquid properties evolve according to

B =T = (37 a7 ) T =T =80 = (577577 ) (Sar = S0 6)

with Seg = 0 and Tog = Ty — /¢y, — (¢i/ ) (Tt — T3), that ranges between —85°C to —100°C
depending on the ice temperature. Equation (5) has a graphical interpretation on the phase
diagram, and shows that during the melting, the liquid evolves along a straight line toward
the point (Se, Tefr)-

1.1.2 A closer look at the low salinity zone

Since the salinity of the eutectic points is by far larger than the actual salinity observed in
the ocean, the actual zone of the phase diagram that is being used for the study of ice-ocean
interaction is reduced. In the following, we focus on the framed zone of Fig. 1.

The phase diagram in this zone is sketched in Fig. 2. As previously explained, the evo-
lution of seawater during the melting of ice corresponds on the phase diagram to evolutions
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Figure 2: Phase diagram of a mixture of water and salt, at a fixed pressure and low salinities.
Salinity is expressed in PSU (practical salinity unit).

along straight lines, that are plotted in green. The lines of constant density are isopycnals
(in light blue) and the curve of maximal density is in dark blue).

From this information, we deduce that the melting of ice may either increase or decrease
the liquid density, that is either cause downwelling or upwelling. The boundary between
these two regimes is plotted in red in Fig. 2 and can be deduced from the other curves. Note
that all these phase diagrams evolve with the pressure, 7.e. with the depth.

1.1.3 Application: the “ice pump” effect

As an application of these thermodynamics properties, we describe the “ice pump” effect,
sketched in Fig. 3.

o ae — —

Figure 3: Sketch of the ice pump effect.

(a) We consider an insulated tank filled with water of uniform salinity and temperature,
the latter being the freezing temperature at room pressure.

57



(b) We introduce a vertical slab of ice. Although the water at the surface is at the freezing
temperature, the water at depth is not, because of the pressure dependence of the
freezing temperature. This causes the ice at depth to melt, freshen, and cool the
adjacent water.

(c) As seen in Fig. 2, the melting creates less dense water because of the freshening,
leading to the cooled water rising. When close to the surface, the reduced freezing
temperature leads the cooled water to freeze and form ice.

(d) At equilibrium, all the ice is at the surface.

1.2 The ice-ocean boundary layer

Considering the conditions required for an equilibrium between ice and seawater, we discuss
the boundary layers in the ocean, in particular the ones below ice shelves. We first disregard
the flow motion, then take it into account in turbulent boundary layer models.

1.2.1 Laminar boundary layers

If the water in the ocean is at rest, the situation below ice shelves could be represented by one
of the sketches of Fig. 4. To connect the ocean temperature and salinity to the ones at the ice-
ocean interface, where they are prescribed by the phase equilibrium, a boundary layer
develops. As heat and molecular diffusion take place, this boundary layer thickens. This
process may lead to convective instabilities.

[ A . X o .. : ‘“I' A g by L Aot
| lce Shelf | tcesher |
im.peraiure Sb :Salinllg;r imperat;.lre . S ;-Sallni!y
Ocean Ocean
i S il S
(a) (b)

Figure 4: Temperature and salinity close to the interface.

(a) If the temperature in the ocean is larger than the one at the interface, heat is transfered
to the ice shelf, that causes melting . That ablation process is unstable because of the
dynamics of double diffusion: whereas the salt diffusion stabilizes the stratification,
the faster heat diffusion triggers a convective instability!. This leads to thermohaline
staircases, that are well-mixed layers separated by sharp interfaces [1]. Note that in the
presence of enough shear, this differential diffusive pattern vanishes, which stabilizes
the boundary (melting causes upwelling, see Fig. 2).

1 As can be seen in Fig. 2, for ocean salinity of ~ 34.5 psu, the density evolution of water with temperature
no longer presents an anomaly at low temperatures.
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(b) If the temperature in the ocean is smaller than that at the interface, heat is transfered
from the ice shelf to the ocean, which causes freezing. This process is unstable, because
in this range of parameters freezing causes downwelling (see Fig. 2).

1.2.2 Turbulent boundary layers

Even though laminar boundary layers can be observed where the currents are weak, turbulent
boundary layers are more common. They occur when there is enough shear to observe mixing
in the boundary layers. They can be modeled as shown in Fig. 5, where we identify

e A surface layer, where turbulent mixing is influenced by the boundary, and an outer
layer, where is it not.

e An interfacial sublayer, where the turbulence is greatly damped by viscosity. Its width,
of the order of a millimeter or less, is determined by the turbulence in the outer layer.
The rapid evolution of the temperature and salinity needed to match the bulk flow
ones to the surface ones occur within this thin layer.

z
TS, T./S, T/S
: T/S
Interfacial sub_—l_ayf-)[ ______________ P ! p
Surface
Turbulent layer
boundary ! Outer
layer .' layer
===1D

Figure 5: Turbulent boundary layer.

Whereas heat and salt fluxes, crucial to predict the dynamics of the ice shelf, can be
easily worked out for a laminar boundary layer, they are much more difficult to predict in
the case of a turbulent boundary layer. We present one model that describes the ice shelf
evolution from these fluxes. We start by making the assumption that the freezing point at
the ice-ocean interface T}, can be expressed as a linear function of salinity S}, and pressure
(i.e. depth zp,) at this same place which we call the liquidus relationship:

Ty, = aSy, + b+ czyp. (6)

We then write the energy flux balance at the ice-ocean interface,
oT;
ianls = piciki | o= | — T: 7
pianl; = p ( P )b s (7)

where:
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e piapt; is the heat flux resulting from ice melting (a, is the ablation rate, and ¢ is the
specific latent heat).

® DiCiK; (%)b is the heat flux from the ice shelf (p; is the ice shelf reference density, ¢
its specific heat capacity, and &; its thermal diffusivity).

e ¢l is the heat flux from the turbulent boundary layer that we wish to model.

We also balance the salt flux at the ice-ocean interface ¢ with the height variation of
seawater,

pian Sy = —qs, (8)
where S}, is the salinity at the ice-ocean interface. For given heat and salt fluxes, we can
therefore predict the evolution of the ice shelf from this set of equations.

Theoretical predictions for these fluxes in turbulent layers can be carried out by matching
solutions for an inner laminar and a turbulent logarithmic layer. The roughness of the surface
can also be modeled (see, e.g., [2]). In situ experiments suggest that simple laws apply [3],
that read for the heat flux,

T V Caq
i = e (s ) VT =D )

where w refers to the seawater, Cyq is the momentum exchange coefficient, U is the velocity of
the mixed layer, T" is the temperature of the far-field water and T the freezing temperature.

1.2.3 Observations and open questions

Ice-shelf evolution As mentioned, in situ measurements of the heat and salt fluxes can
be done based on oceanic observations of correlations between vertical velocities and tem-
perature/salinity. In this section, we describe how direct observations of the melt rate can
be performed.
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Figure 6: Power spectrum of a radar signal.

To investigate the dynamics of the basal melting, high precision radars can be used. The
echo is recorded at the same place and at different times. For a given acquisition, a typical
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power spectra is reported in Fig. 6; it consists of a dominant component at approximately
800m (the bottom of the ice shelf), and a multitude of other peaks, resulting from internal
reflectors. The precise positions of these reflectors, randomly distributed among the ice,
evolve between each acquisition because the ice shelf thickens. By looking at the displacement
of the peaks in the power spectrum, it is therefore possible to track these reflectors, i.e. to
acquire the vertical deformation field in the ice shelf, see Fig. 7.
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Figure 7: Evolutions of the reflectors positions.

Another possibility is to record the temperature, salinity and current below the ice shelf.
This provides the information necessary to calculate the ice-ocean heat flux and the melting
rate. The comparison of these two experimental methods can be used, for instance, to
constrain the ice-shelf evolution models.

Vertical natural convection boundary layers The flow generated by a heated wall has
been theoretically studied by Wells and Worster [4], who discuss three regimes:

1. At the smallest scales, molecular diffusion controls the heat transfer.

2. A turbulent flow develops, but initially heat transfer is controlled by the buoyancy
generated at the wall.

3. As the turbulent flow grows, heat transfer is eventually controlled by the shear gener-
ated by the flow.

This problem shares similar features as the one met in the ice-ocean interactions, and may
provide a model for the melting rate of vertical ice surfaces. The first regime has been
sampled by early lab experiments (see, e.g., [5]), the second one has been recently described
6], but the third regime has so far not been fully characterized. It remains also unclear how
the processes and scales change when the ice-ocean interface becomes near-horizontal (the
bottom of the ice shelf). Finally, the effect of the roughness of the interface would also need
to be taken into account.
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2 Buoyancy-driven Flow on Geophysical Scales

In this section, we study buoyancy-driven flows outside the boundary layer.

2.1 Scales of motion beneath an ice shelf

In the earth-fixed reference frame, the motion of seawater beneath an ice shelf obeys the
Navier-Stokes equation,
dv N .
p(a) 200 x 0=V T + pg, (10)
where  stands for the rotation of the earth, and ’7’ is the stress tensor (the centrifugal force
has been incorporated in the pressure field). For water, the stress tensor is given by

7;,]' = —P(Si,j + pv (&-vj + (9jvi) . (11)

Compared to the dynamics of ice described in Lecture 1, we have retained the left-hand side
of (10) and assumed water to be a Newtonian fluid.

As we shall see, depending on the part of the flow described (boundary layer, large scales,
...), some of the terms in (10) can be neglected. Typical values of the parameters for an ice
shelf are given in Tab. 1.

Horizontal length Depth Horizontal velocity Rotation

L~ 10° m H~10°m| U~107"m-s! | Q~10"%*g!

Table 1: Scales of motion beneath an ice shelf.

Horizontal flow beneath an ice shelf For the horizontal large scales, the Rossby number
(ratio of the inertial force to the Coriolis force) scales as

U
Ro; ~ — ~ 102« 1 12
Oy, L Q < 5 ( )
and the inertial term can therefore be dropped. Similarly, the Reynolds number scales as

LU
Re ~ — ~ 10* > 1, (13)
v
and viscous terms remain small. Therefore, the dynamics of these large scales results from a
balance between the pressure gradient and Coriolis force, which is called geostrophic balance.
This approximation may not always be valid, for instance if the velocity is high and/or the
relevant length scale is small (for instance, in or close to the boundary layer).
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Structure of the Ekman layers Velocity must vanish at the solid boundaries (ice shelf
base or seabed), which leads to Ekman layers. Their thickness § can be evaluated by bal-
ancing the Coriolis force with the viscous term,

14

. (14

For a typical eddy viscosity of 1072, the depth scale is § ~ 10 m. Within the Ekman layer,
the velocity reduces (vanishes at the solid boundary) and its direction changes (becomes
perpendicular to the geostrophic current close to the solid boundary).

Vertical motion beneath an ice shelf Since the ratio H/L is small, the flow can be
described in hydrostatic balance. It turns out that gravity is balanced by the vertical pressure

gradient, 7.e. that

oP

=~ _pa. 15

5, = P9 (15)
Therefore, we can diagnose the pressure within the ocean directly from the density distribu-
tion, as if the water were at rest.

2.2 Buoyancy-driven flow on a slope
2.2.1 Frame of reference and driving pressure gradient

We apply these approximations to the description of a flow generated by the buoyancy
forcing associated with melting ice. The ice-ocean interface is assumed to be planar, but not
horizontal: we note the angle o with the horizontal. This tilt allows light water to upwell
along the ice shelf base.

Figure 8: Coordinate system used to model the problem.

To use the same shallow water approximation as before, we consider the reference frame
aligned with the boundary, see Fig. 8. We then write the Navier-Stokes equation with the
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Boussinesq approximation,

- - 1. o
(@) QQxﬁz——VP—ﬁgk—FV- AVARRTE (16)
dt Po Po

where k is a unit vector in the local vertical direction (2" in Fig. 8) and py is the reference
density. Similarly to (15), we can apply the hydrostatic approximation along the transformed
z coordinate axis, that is

oP n
(8_) +P9008a=0=>P(567y,z,t)ZP(x,y,n,t)Jrgcosa/ pdz, (17)
Z z

where n(x,y,t) is the instantaneous deviation of the ice-ocean interface from its equilibrium
position. We wish to compute the horizontal pressure gradient, that as mentioned before is
essential for the dynamics of the large scales. For this use, we define the gradient parallel to
the ice-ocean interface ﬁH, and apply it to (17):

— — — n —
VuP(z,y,2,t) = VaP(z,y,n,t) + gcosa (pVHn +/ VdeZ) : (18)

We further remove the pressure field associated with a stationary state of the ambient fluid,
and assume that the ice sheet float in equilibrium with this fluid (P(z,y,n,t) = 0): this
leads to the following expression for the reduced pressure gradient in the x and y direction,

— — n —
VuP' = gcosa (pOVHn +/ VHp’dz) : (19)

2.2.2 Evolution for the layer thickness

If we consider a single active layer, depth-averaged equations sufficiently describe its dynam-
ics. For instance, the incompressibility condition depth-averaged becomes an equation for
the layer thickness D(z,y,t):

0 . Oa Oa
V-Udz:/ —vxdz+/ —v,dz+v,(z2=0) —v,(z2=—D) =0. 20
| [ Grwdet [ Sude (e =0) -z =-D) (20)

The vertical velocity v,(0) describes how the layer develops upward, i.e. is related to the
melt rate 7 (i > 0 if ice melts),
v,(z =0) =mn. (21)

Moreover, the kinematic evolution of the layer thickness is, with é the rate at which ambient
water is entrained into the active layer,?

(aa—f) + §z=-D)-Vu D=uv.(-D)+é (22)

2This kinematic condition is similar to the one describing the evolution of surface elevation in the surface
wave theory, where é = 0.
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Combining equations (20), (21) and (22), we obtain

D\ = .
(%) V- DU =r+eé, (23)

where U is the depth-averaged velocity, defined as

. 1 /0
U:—/ ¥ dz =Ué, + Vé,. (24)
D J_p

2.2.3 Depth integration of the momentum equation

The equations of motion can also be projected on the frame of reference, then depth-
integrated. Note that the subscript a represents the ambient fluid and b represents the
fluid at the ice-plume interface. This gives (see [7] for some details):

(@) +Vu- Dv,U — €Uz o — MUz p — DV = (25)
Dﬁ . a B N - (%x avx
_ 79511104 + g cos« |:D8_I (7]+ D,O):| + V- (DUyVHU) + [(VE)O — <V 92 )lj )
and
o(DV = = ) :
( (8t )) +Vu- Dy U —év,, — v, + ¢DU = (26)

0 = = ov ov
D— Dp Vu - (Dv, VgV ) — (v
gcosa[ ay(n+ p)}Jr - (DogVi )+K”az)0 (Vaz)D]’
where p is the depth-averaged density, subscript a refers to the ambient fluid, subscript b to
the base of the ice shelf, and ¢ is the Coriolis parameter, defined as
¢ = 2€)(cos @ sin B sin o 4 sin 6 cos «v). (27)

The surface stress term can be modeled by a quadratic drag law:

av:p g a'Uy —
S —) =— s 2
(1/ = )O ClT|U, (u 82)0 Ca|T|V. (28)

2.2.4 Depth integration of conservation equations

Similarly, conservation equations of temperature and salinity can be derived and integrated
over the depth. We get for the temperature
o(DT)
ot

— — — = - - T T
+Vy- DUT —mT,—éT, =Vy- DrpVyT +Kwa—> - (wa—) } (29)
0z ), 0z) p

where k7 is the thermal diffusivity, and for the salinity

d(DS)
ot

R DUS —rinGy—iS, — T DrgSud +K@) - (@) } (30)
0z ), 0z )
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where kg is the diffusion coefficient. Models can also be used to describe the fluxes at the
ice-ocean interface, for instance

( aT)O: G U(T, - T), ( @5)0: CalsU (S, — ), (31)

Kp— Kg—
0z 0z

where I'r and ['g are thermal and salinity transfer parameters.

2.2.5 Simplifications

Although restricted to a single layer, this model is relatively complete and complex to solve.
Some assumptions are needed to obtain an equation that describes, at a first approximation,
the flow of an inclined plume. We make the following assumptions:

e the flow is in steady state

the gradients in the cross-slope direction are negligible

the layer is thin

the flow is primarily baroclinic and the barotropic forcing term is unimportant

the flow is supercritical (i.e. sufficiently fast compared to the speed of waves)
This leads to a simple differential equation for momentum conservation,

d(DU?)  DAp

S 2
e o gsina — CyU”. (32)

2.3 A simple plume model of ice-ocean interaction

We use these simplifications to consider an even simpler problem of a buoyant plume driven
by melting ice but with no outflow from underneath the glacier. In this model, ambient
water melts the ice shelf at depth. It then refreezes as the plume travels upwards, like the
“ice pump” example (Fig. 9). Entrainment of ambient water supplies the heat that drives
melting, which modifies the buoyancy through cooling and freshening. These plumes are
turbulent and entrain fluid from the surroundings, so they grow in volume as they rise. The
entrainment rate is also a function of the plume velocity. Since the flow is driven by the
component of gravity along the ice base, circulation and melting are sensitive to the interface
slope. This process is just like a dense overflow turned upside-down.

The geometry of this problem is now simplified into one dimension where D is the depth
of the plume layer, X is the along slope direction, U is the velocity of the plume in the
along-slope direction, « is the angle of the slope, and T and S are the temperatures and
salinities in the plume, 7T;,S; are in the ice, T}, Sy are at the ice-ocean boundary layer, T, S,
are the ambient properties of the reservoir of the ocean (Fig. 10). We consider the reservoir
of the ocean to be infinite in depth and to have no flow.
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Figure 9: A schematic of a simple plume model of ice-ocean interaction. Dense water inflows
at depth and melts the ice shelf, it then refreezes as the plume travels upwards.

2.3.1 Equations

We simplify the across-slope integrated equations from the previous section into 1 dimension
as discussed in the previous section [8]. Conservation of mass becomes:
LUy =i+ (33)

— =é+m

dX
where ¢é is the entrainment rate and 7 is the melt rate. This tells us that the mass flux
upward is equal to the entrainment rate plus the melt rate, because we have no other sources
of mass in the system. Conservation of momentum is as derived above (Eq. 32)

d Ap .
= (DU?) = Dp—opgsm(a) — CuU? (34)
where Cy is the drag coefficient. This tells us that the momentum imparted by the buoyancy

of the plume is balanced by the drag. Conservation of heat is then written as:

d

T (DUT) = €T, + T, — CAPTpU(T — T) (35)
where I'r is the turbulent transfer coefficient for heat. The equation tells us that the con-
vergence of the heat flux is equal to the amount of heat fluxed in by entrainment of ambient
seawater at temperature 7T, and the heat fluxed by the entrainment of boundary water, mi-
nus the turbulent transfer of heat out of the boundary layer into the plume. Conservation

of salinity gives a very similar equation:

%(DUS) S, + 1Sy — CVTSU(S — ) (36)

where I'g is the turbulent transfer coefficient for salt. We take

¢ = FyU sin(«) (37)
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Figure 10: Geometry of the 1-dimensional problem.

where Ej is a constant. This parameterization is related to the Richardson number of the
flow, i.e. when a = 0, then the flow cannot entrain any fluid nor travel up the slope. The
equation of state is given by

A _

o Bs(Sa = 8) = Br(Tu = T) (38)

The boundary conditions on the interface are given by:
1/2 L g
C " TrU(T =T) = | =+ (1) = T)) (39)

This states that the turbulent transfer of heat at the boundary is equal to the amount of
heat required to bring up the ice to its melting point and melt the ice with melting flux m.
The boundary condition for the salinity at the interface is:

CYPTgU(S — S,) = (S, — S)) (40)

which says that the turbulent flux of salt through the boundary is balanced by a flux of salt
generated by the entrainment of melt water. The final equation in our set is the liquidus
relationship Eq. (6). These equations are a complete set that can be solved to understand
the system.

2.3.2 Results from simplified model

First we show that the slope of the ice shelf determines how effective the buoyancy forcing
is at driving the plume. Figure 11 shows the dependence of the buoyancy and velocities on
the slope of the ice shelf. The plume buoyancy changes down the length of the ice shelf.
The buoyancy initially increases because of the input of meltwater from the ice shelf, then
decreases as freezing transfers freshwater back to the ice shelf. The steeper slopes experience
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Figure 11: A figure showing the properties of plumes with different slopes. Red describes
the steepest slope, green moderate, and blue shallowest. The top left panel shows the slope
of the shelf, the top middle panel shows the plume buoyancy, and the plume velocity in the
top right panel versus distance along the shelf (should be in m/s). The bottom left shows
the entrainment rate, the bottom middle shows the temperature of the plume (solid) and
the freezing temperature (dashed) and the melt rate is shown in the bottom right panel.

the maximum buoyancy at shorter distances along the shelf. The other thing to notice is
that with a steeper shelf, the plume velocity is larger. The velocity also has a maximum
corresponding to the location of maximum buoyancy in the plume. The plume grows in
thickness as it entrains ambient seawater, which supplies the heat for melting. The buoyancy
imparted by the melting drives the plume up the sloping ice shelf base. The entrainment
rate is larger for a steeper slope, both because the velocity is larger, but also because « is
larger (Eq. 37). We also see that the temperature begins above the freezing temperature,
but depth decreases along the slope (raising the freezing temperature) and ice is melted
(lowering the plume temperature), so the temperature in the plume falls below the freezing
point, which leads to freezing. For a steeper slope, the melt rate is large but it quickly
transitions to freezing as we move along the slope. For a shallower slope, the melt rate is
lower and freezing starts much further along the slope. The heat supplied by entrainment and
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Figure 12: Entrainment rate (left), temperature (middle) and melt rate (right) for different
ambient ocean temperatures. The warmest ambient ocean temperature is given in red and
the coolest is blue. The dashed line gives the freezing temperature in the middle panel and
the solid line gives the plume temperature.

heat lost to the ice shelf in the production of melt water are both proportional to velocity.
Melting is also proportional to the temperature difference across the ice-ocean boundary
layer. Entrainment warms the plume towards the ambient temperature but melting cools
it towards the freezing point. As the plume grows in volume and rises towards the surface,
warming by entrainment becomes less effective, leading to freezing.

Warming the ambient ocean increases the effectiveness of entrainment, so the temperature
difference across the boundary layer also increases. More rapid melting implies greater
buoyancy and a faster plume. Entrainment and melting both rise in response. Eventually,
the zone of freezing is eliminated. In Fig. 12 we see that it takes longer for the entrainment
rate to decrease in a warmer ocean and it takes longer for the freezing to begin. This begins
to quantify how changing ambient ocean temperatures will affect plumes and the melting of
ice shelves.

2.3.3 Melt rate scaling

In this section we will derive the temperature dependence of the melt rate. The melt rate has
a non-linear dependence on the thermal driving, the difference between the ambient ocean
temperature and the freezing point or 7, — T;. From the thermal boundary condition in the
boundary layer (Eq. 39), since the latent heat of fusion is generally much larger than the
heat required to bring ice up to the melting point, this equation scales like

L
CYPTrU(T — Ty) ~ =
C

or that
m~U(T —T)

where 7" is the temperature of the plume.
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Figure 13: Mixing of the water masses.

The plume is ambient water that is modified by the addition of meltwater. Right at the
ice shelf base, the water is at the freezing point. The properties of the plume water lie in
between the properties of the boundary and the ambient (Fig. 13). This is evident when
considering the case in steady state, where the heat entrained by mixing is equal to the heat
used to melt, or

UEysin0(T, — T) ~ UCS’T4(T — T,)
so that

(Ta——;) ~ constant
or a function of slope. Thus,
(T -T1) ~ (T. - Th)
or this temperature difference scales linearly with the thermal driving. Our scaling then
becomes

m~U(T, —Tp)
Now we consider the scaling for the velocity. From the momentum equation, assuming
along slope changes are small, we have the scaling that

U?~Ap~ (T, —T)
Using the linear relationship with temperature again, we write that
U ~ 4/ Ta - Tb

Finally this gives us the melt rate dependence on the temperature difference,

1~ (T, —Tp)%? (41)

That scaling is confirmed by solving the entire set of equations where we see that that the
melt rate depends on (T, — T3)*/? (Fig. 14). While the relationship is always of the form
given in (41), the proportionality depends on the slope of the ice-ocean interface. Steeper
slopes increase the sensitivity to temperature change.
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Figure 14: A figure showing the relationship between melt rate and the driving temperature.
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GFD 2017 Lecture 6: Ocean Circulation beneath Ice
Shelves

Adrian Jenkins; notes by Thomasina Ball and Robert Fajber

October 23, 2019

1 Insights from Plume Theory

1.1 Impact of meltwater outflow at the grounding line

Near the grounding lines of ice shelves and tidewater glaciers there is often an outflow of
freshwater. The buoyancy flux from this meltwater will initially dominate over buoyancy
due to melting to form a simple plume. As shown in figurel, the plume rises up the ice face
entraining the ambient more saline water. This supplies heat which drives melting of the ice
face adding further buoyancy to the plume and in turn driving the flow. The generation of
meltwater at the grounding line can be due to a combination of factors. For glaciers in polar
regions, geothermal heating and frictional heating causes melting at the base of the glacier,
which drains through to the grounding line. In contrast, for more temperate glaciers, the
freshwater is generated by surface melting and rain which drains to the base of glacier and
then flows along to the grounding line.

We consider the full model derived in the previous lecture [3] that describes the conser-
vation of mass, momentum, heat, and salt, respectively,

d
diX (DU?) = DApgsina — CqU?, (2)
d L
ﬁ (DUT) — éTa + m |:.T1; - E:| , (3)
d ) .
ﬁ (DUS) = €Sa -+ mSi, (4)

where subscripts i, a and b are for water properties evaluated in the ice, ambient and at the
ice-ocean boundary, respectively; « is the slope angle, and Cy is the drag coefficient. The
entrainment is assumed proportional to the speed of the plume and written as ¢ = EyU sin a.
By defining the density contrast Ap and thermal driving AT of the plume as

Ap:ﬁS(Sa_S)_BT(Ta_T)v (5)
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Figure 1: (a) Diagram of a plume originating from a flow of freshwater at the grounding line.
(b) Schematic of the plume model with key variables indicated. From [3].

AT =T — Tf where Tf = )\13 + )\2 + )\3Zb, (6)

and using equations (1-4), evolution equations for the buoyancy and sensible heat flux can

be found,
d

- (DUAT) = (T, = Tp)é + (T — Ty4)rn — (A3 sin o) DU, (7)
d ~(dAp, . ef -
e (DUAp) = < 7 sin a) DU + Ap;’m, (8)

where T/ = Ty — L — 4(Ty — T;) is the effective meltwater temperature and Ap =
Bs(Sy — S;) — Br(T, — TF') is the effective meltwater density contrast.

When the flow of freshwater at the grounding line is large, the initial buoyancy flux
dominates the flow, and hence, terms involving feedback due to melting can be neglected
(e.g. setting i = 0 in equations (1, 2, 7, 8)). In an unstratified ambient ocean, dAp,/dZ = 0,
and neglecting the pressure dependence on the freezing point, A3 = 0, there is a simple
solution where the plume increases linearly in thickness and all other parameters remain
constant. Substituting in ansatz D = AX? U = BX"*, Ap = CX? and AT = DX results
ind=1,u=0,p=—1and t = 0. Hence, the solution is given by

By sin « 1/3
0 (Egsina+C’d) ) 0SIM aA, 0 = gLloUpApo

Eysina
Eysina + Cé/ZF

(T'—Ty)o = ( ) (To — Tuy)- (9)
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Figure 2: (a) Melt rate m plotted against thermal driving showing the linear relationship.
The line width represent the spread of gradients for a the range of salinities from 25-35. (b)
The geometrical factors, the second and third factors in melt rate in equation 11, plotted
against the slope of the ice-ocean interface demonstrating the strong dependence on geometry.
From [3].

The melt rate is then derived from the heat balance at the ice-ocean interface where the
sensible heat is balanced by the heat flux from the plume mixture,

riL + mmoci(Ty — T;) = cC *UgLp (T — T )o. (10)

Rearranging and substituting in Uy and (7" — T¥), from equation (9) then gives the constant
melt rate as

: CC;/2F ( sin a ) 1/3 Eysin o 13
o= BY3(T, —T,p). (11
0 (L—l—cz-(Tf—Ti) Eysina + Cy EoSinOH—C;/QF o ( f) (11)

The melt rate in equation 11 is made up of several factors. The first factor is made up of
physical constants such as the drag coefficient, heat capacity, transfer coefficients and the
latent heat of fusion for ice. The second and third factors come from the dependence of the
velocity and temperature gradient on the slope of the interface. The fourth and fifth factors
identify the linear dependence on the thermal driving from the ambient ocean and the cube
root dependence on the buoyancy flux, see figure 2.

The approximations made thus far allow progress to be made analytically but are unreal-
istic in terms of modeling plume dynamics at the ice-ocean interface. Therefore, the ambient
stratification, increasing freezing point with depth and feedback from melting need to be
included. The full system given by equations (1, 2, 7, 8) can be normalised by the scales

75



found in equation (9). A scale for the along slope distance X can be found by considering the
lengthscale over which melting balances the initial amount of buoyancy from the grounding
line,
B
LO — %. (12)
moAp;’ g

1.2 Impact of ambient properties

Ambient conditions can also be important in the plume dynamics. Figure 3 shows dimen-
sionless solutions for the melt rate, volume flux, momentum flux, thermal driving, buoyancy
flux, and sensible heat flux against the distance along slope for increasing stratifications.
Consider first the unstratified case (red line in figure 3). As the plume rises, entrainment
of the ambient ocean provides heat to keep the plume above the freezing point, with more
heat required as the volume flux increases. However, as the plume rises the freezing point
increases and in turn decreases the sensible heat flux; the ambient thermal driving can be
seen to fall almost linearly as a result. There is a transition from melting to freezing when the
thermal driving equals zero. As thermal driving continues to decrease all of the meltwater
is subsequently refrozen. As the ambient stratification is increased, towards the purple line,
the buoyancy flux reaches its maximum further downslope and hence loses momentum before
all of the meltwater has frozen out. By increasing the stratification further, the section of
freezing can be reduced to zero before the plume runs out of momentum.

The importance of the ambient conditions can be summarised in two key lengthscales.
The first is the lengthscale over which the plumes’ buoyancy changes and can be written as

Apo

La = (dAp/dZ)sina (13)

The second is the lengthscale over which thermal driving changes,
Lip = S——=, (14)

initially recognised by [6] to be an important lengthscale characterizing the distance from
the source to the ambient freezing point.

Slater et al [10] looked at the importance of lengthscale L,, when the plume buoyancy is
dominated by subglacial discharge, and hence feedback from submarine melting on the plume
can be neglected, and Lyp = oo. Initially they considered a uniform stratification, L,, = oo,

and found that melt rate scaled with Bé/ ’ regardless of plume geometry providing discharge
was below a critical value. This is consistent with the results derived above in equation (11).
The addition of temperature stratification increased the sensitivity of the plume temperature
to subglacial discharge. However, when the initial buoyancy at the grounding line is taken
to be a point source the temperature in the plume becomes independent of discharge and
so they found the exponent to be only slightly different from 1/3. Finally, if the salinity or
temperature and salinity set the stratification, the melt rate exponent can vary from 1/3 to
as large as 2/3 depending on other plume conditions. These higher exponents suggest that
melt rates may depend more on subglacial discharge than previously thought.
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Figure 3: Change in plume dynamics depending on the ambient stratification. Dimension-
less solutions for (a) melt rate, (b) volume flux, (¢) momentum flux, (d) thermal driving,
(e) buoyancy flux and (f) sensible heat flux plotted against distance along slope from the
grounding line for an initial fresh water flux of 5 x 10~ m?s~! with slope sina = 0.01. Col-
ored lines indicate varying ambient stratification with zero stratification given by the red
line and ambient stratification of —1 x 107%m™" given by the purple line. From [3].
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Figure 4: Case study of Helheim glacier in Sermelik fjord. (a) Linear approximation to change
in temperature (blue line) and salinity (red line) with depth motivated by observations.
Variation of width (bl and bII) and melt rate (cI and cIl) with depth for the two regions
shaded in grey in (a). From [7].

Conversely, Magorrian and Wells [7] studied the case when the initial discharge at the
grounding line is zero and the buoyancy is dominated by meltwater from the ice-ocean
interface, again with Lyr = oco. They applied their theoretical and numerical results to a
case study of melting of Helheim glacier in Sermelik fjord, Greenland, in winter, see figure 4.
The numerical solution showed a repeated layered intrusion pattern as the plume reached
its neutral buoyancy and the width d diverged. Further melting at the ice-ocean interface
then starts the next intrusion. They argue that the layered melting pattern would lead to
the formation of notches on the ice-ocean interface. As the depth decreases, the temperature
and salinity decreases reducing thermal driving and melt rate causing the layered scaling to
decrease, as seen in figure 4.

To identify when the governing lengthscales become important, the size of the lengthscale
can be plotted against the thermal driving, temperature above the freezing point. Figure (5)
compares the three lengthscales given in equations 12, (13) and (14) for an ice shelf and a
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Figure 5: Governing lengthscales for a plume flowing upslope along an ice-ocean interface of
slope (a) sina = 0.01 (ice shelf grounding line) and slope (b) sina = 1 (tidewater glacier).
The coloured lines are plots of Ly for different initial freshwater fluxes, the grey lines are L,,
for a range of ambient stratifications, and the magnenta line is Lyp. From [3].

tidewater glacier. For the ice shelf, 5(a), other than the strongest stratification (black line),
Lrp is the first lengthscale that becomes important for scales of hundreds of metres to tens
of kilometres. Below this lengthscale the approximation of a plume in an unstratified envi-
ronment, with freezing temperature independent of depth and no feedback from melting on
the buoyancy of the plume is valid; see section 1.1. For a tidewater glacier, 5(b), entrainment
is more important with the strongest stratification limiting the approximation in section 1.1
to tens of metres.

Slater et al [10] and Magorrian and Wells [7] both looked at the role of L,, in plume
evolution. To consider the impacts of Lyr we need to return to the full model. We can run
the model for a range of basal slopes from 1072 to 1072 with a grounding line depth of 500m
and ambient water temperatures from 0 to 7C above the surface freezing point to get a series
of melt rate curves. Figure 6(b) shows these melt rates where the evolution of the plume is
stopped by the plume reaching the surface (termination of the ice shelf).

From the lengthscale recognised by Lane-Serff [6], see equation (14), one can see that the
plume dynamics are unchanged by a linear transformation of the ambient temperature profile.
Thus, we can construct equivalent ambient temperature profiles with a surface temperature
fixed at T by varying grounding line from depths of 500m to 10000m. Running the model
for these new profiles produces a series of melt rates given in figure 6(c), where again the
solution is stopped by reaching the ice shelf edge.

In order to understand the role of lengthscales in the problem we would like to collapse
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Figure 6: (a) Schematic of full solution. (b) Melt rate against (m/yr) against horizontal
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depth of 500m, basal slopes from 1073 to 1072 and ambient ocean temperatures from 0 to 7C.
(c) Melt rate (m/yr) against distance away from the grounding line (km) for a fixed surface
freezing point temperature and grounding line depths from 500m to 10000m. (d) Melt rate
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rate against dimensionless distance away from the grounding line. See section 1.2.
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all of the lines onto a universal curve by scaling the melt rate and distance from the origin
suitably. By scaling the distance by Lrp the graph transforms to 6(d). Here the transition
between melting and refreezing doesn’t coincide exactly for all curves because the balance
between entrainment and melting is a function of the basal slope. Rearranging equation (3)
we have T ;
DU—=¢eél,+m |T,——| —(é+m)T. 15
a 7| - @) (15)
By balancing the heat due to entrainment and latent heat that goes into melting we can get
a scaling for the thermal driving,

EoUsina(T, — T) — C}*UT (T — Ty) ~ 0,

FEysina
C;/QFT + FEjysin a
The prefactor here allows us to rescale Lrp such that the transition between melting and
freezing is the same for each run, see figure 6(e).

Finally, the melt rate scaling comes from the plume speed and thermal driving. From
equation (2) we have

= (T —T,) ~ (T, — Tp). (16)

d
DU% = DApgsina — CyU? — (¢ + m)U. (17)

By balancing the momentum due to plume buoyancy with entrainment and friction, we can
get a scaling for plume velocity,

sin o

Ul ————
Cq+ Eysin«

Apg. (18)
By considering the remainder of the thermal driving budget we have

i Ty
C;/ZFT + E() sin «v

(Ta - T) = (Ta - Tb)v (19)

which can be used to scale the buoyancy Ap. Hence, this finally allows the solutions to
collapse on to one universal curve, see figure 6(f).

1.3 Adding further processes

The model investigated thus far has only considered the refreezing of meltwater at the ice-
ocean interface. In reality, freshwater can freeze in the plume in the form of suspended
disc-shaped frazil ice crystals [5]. This increases the buoyancy and causes the plume to
accelerate which in turn promotes rapid crystal growth creating a positive feedback. If the
ice crystals are able to deposit out in a manner opposite to sedimentation this reduces the
bulk density causing the plume to decelerate and hence allowing crystals to settle out more
easily. The formation of frazil ice comes in intense bursts that settle out in discrete intervals.
These high rates of accumulation on the order of 1m/yr then give a mechanism for creation
of thick layers of marine ice beneath ice shelves [1].
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The coupling between ice shelf geometry and plume flow can also provide a mechanism for
positive feedback. Le Brocq et al [2] used satellite imagery to show that channelisation often
forms on the base of ice shelves. They found that these channels coincide with the predictions
of outflow locations of freshwater at the grounding line. This suggests that meltwater plumes
create ice-shelf channels which in turn focus plume flow promoting further melting in the
channels. These features have been explored numerically in the form of 2D fully coupled
ice-shelf/sub-ice shelf ocean models [9], which has shed light on the dynamics involved in the
formation of these channels. However, plume models have yet to be able to simulate realistic
circulation and melt rates beneath ice shelves.

2 Models of the 3D Circulation within a Cavity

2.1 Structure normal to the ice-ocean interface

To study the structure of the circulation normal to the ice-ocean interface, a simplified
version of the rotated viscous Boussinesq equations are used. Since the focus is on the
vertical structure, the gradients along the shelf are assumed to vanish, which eliminates the
horizontal advection and diffusion terms. This leaves

ou B ) dn 0 du

i pv = Apgsina — gcosa% + 92 (I/$> ) (20)
ov B on 0 Ou

5t +ou = —gcos aa—y + e (Va) ; (21)

where 7 is the deviation of the ice-ocean interface from its equilibrium position, and ¢ is the
Coriolis parameter in the rotated system. Under the same assumptions the equations for
conservation of energy and salinity become

or o oT
E :& (I{Tg) s (22)

oS 0 oS

By linearizing the dependence of the freezing temperature on salinity and pressure, the
thermal driving can be expressed as

T, =T — (MS + X+ X3P(n)), (24)

and applying equation (24) with equations (23) allows us to write a conservation equation

for thermal driving as
or, _ 9 ( OI.
ot 0-\"9z )
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In order to simplify the analysis throughout this section, we will take v = k and make &
a fixed constant. To relate T, to buoyancy, we will use equation (7).

Equations (7) and (24) can be used to write a simple expression for the ratio of the
density difference to the difference in thermal driving due to melting of ice into the plume

Ap 5,85 — Pr [Tho + (Li — ¢ T0) ¢
AT, T+ (Li — ¢ Thi)eg!t — Syh
Note that the expression includes both the enthalpy required to reduce the ice to the freezing
point temperature and the latent heat.
Requiring that the solutions are in equilibrium with the ice-ocean interface (no slip mo-
mentum condition and at the freezing point) implies an upper boundary condition of

u=0 T,=0atz=0 (25)

Since we are interested in studying the boundary layer near to the ice-ocean interface
we will consider solutions that decay to the ambient conditions in the far field. Taking the
ambient flows to be in geostrophic balance, this gives the lower boundary of

igVn
¢
Similar equations have been used to describe the flow of dense currents down a continental
slope. Here, however, the top condition is to fix the temperature to the freezing point, a
Dirichlet boundary condition, instead of the zero flux Neumann boundary condition that
would be applied at the seabed.
In order to get a lengthscale to normalize the solutions, we start by calculating the Ekman
depth for the system. By looking for stationary solutions at the ambient density with the
ice-ocean interface at its equilibrium position equations (21) become

, T =T, at 2 = —00. (26)

0%u
—pv = /‘6@7
0%v
¢U = K@.

These have the well known (bottom layer) Ekman solution:

u = Uéexp (—i> sin <i) ,
dg dp

v = veap (_i> (_)
dp dp

with relevant scales

i g . Ap

v, = asmozﬁ, (27)
2K

dg = —. 28

B 9 (28)

(29)
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The depth scale is the e-folding distance of the boundary layer. The velocity scale is the
geostrophic current that would occur in the absence of friction along the ice-ocean interface.
This is why it is T,a and not 7T, that appears in u:f]. When the slope is small, the Coriolis
parameter ¢ ~ 2Qsinfcosa and the velocity scale is, incidentally, the same as the Nof speed,
which describes the translation of cold eddies along a sloped bottom. The temperature scale
is simply chosen to be the thermal driving of the ambient system, 7T},.

The solution to this system for some simple cases is given in figure 7. The thermal
driving is shown in panels (a) and (d); the solution shows the diffusion of cold water into the
far field. This produces a gradually weakening stratification. If a finite domain was used,
equation (24) with a constant diffusivity would imply that the steady state solution is just a
linear profile joining the thermal driving at the ice-ocean interface and the ambient thermal
driving. This is why the transient solutions are studied, since the steady state solution (or
the asymptotic solution in the case where the boundary condition is applied in the far field)
does not permit a boundary layer.

Panels (b) and (e) show the velocity components of the system when a background
pressure gradient is applied with a flat ice-ocean interface. A relatively shallow boundary
layer is formed at the surface, and quickly converges to the Ekman solution. This is to
be expected, since the Ekman solution is calculated without the influence of the sloped ice-
ocean interface. When the ice interface slope is sloped, as in panels (c) and (f), the boundary
layer thickens initially, and the cross slope currents do not appear to converge to the Ekman
solution. When the ice interface is sloped, it introduces baroclinicity and links the thermal
and current profiles. Thus, the impact of thermal diffusion will be felt on the currents in
this case.

We can further explore impacts of the slope of the ice-ocean interface on the response of
the boundary layer current by decomposing the long term response of the boundary layer with
and without a sloped interface (figure 7, panels (e) and (f), respectively) into geostrophic and
ageostrophic components (figure 8). This is done by assuming that the geostrophic current
is time dependent and in the cross shelf direction:

pv, = Apgsinao, (30)
ov 0%v
8_tg -7 0229' (31)

The time dependence results from the diffusion of less buoyant water away from the
ice-ocean interface. This is shown in panels (b) and (e) of figure 8. In the case without a
slope in the ice-ocean interface, the geostrophic component has no vertical shear, since the
applied forcing is barotropic. In the case with a sloped ice interface condition the geostrophic
component shows a vertical structure, in thermal wind balance with the applied baroclinic
forcing. The ageostrophic components are assumed to be time independent, and can be
shown to the same as the Ekman solution (27). Thus the frictional boundary layer response
is unaffected by whether a barotropic or baroclinic forcing is applied to the system (panels
(e) and (f) in figure 8).

In general the total response will be a combination of the frictional boundary layer, the
applied barotropic and baroclinic forcings, and the ice shelf geometry. For instance, if the
baroclinic forcing is chosen to oppose the barotropic forcing, the results can stop or even
reverse the upslope current (u) near the ice-ocean interface. For a finite cavity, curvature in

84



15 \i 15 15 .
0 05 1 0 0.5 1 0 0.5 1

Thermal driving / T, Velocity / vg‘ Velacity / v;

Figure 7: The thermal driving, (a) and (d), and boundary layer currents, (b),(c),(e) and (f),
for two simple cases described in the text. The solid lines in (b),(c),(e) and (f) correspond to
the up slow flow (u) and the dashed lines correspond to across slope flow. In the top row is
the transient solution after 0.1 (red), 0.2(green), 0.5(cyan) and 1.0(magenta) inertial periods,
and the bottom row is the transient solution after 1.0 (red), 2.0(green), 5.0(cyan) and 10.0
(magenta) inertial periods, T = 27” The black lines show the Ekman solution obtained from
(29). From [4]

the sea floor bottom, h, can also create a current that can oppose the barotropic forcing and
oppose the upslope flow, since the planetary vorticity is %

Another interesting regime occurs when it is assumed that the upslope density gradient
balances the turbulent diffusion of upslope momentum instead of the Coriolis term that
balances it in the Ekman regime. The density gradient is assumed to be replenished by
advection from a steady state upslope current. This results in a solution similar to the

Prandt]l model of the Katabatic wind

82
—gsinalAp = lia—;;, (32)
0Ap O?Ap
o = e (33)

which has solutions
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Figure 8: The decomposition of panels (e) (top row) and (f) (bottom row) into their
geostrophic (middle column) and ageostrophic (right column) components. The times and
current directions indicated by the lines are the same as in panels (e) and (f). From [4].

where the scales are

z . z
= upexp —@ Sin %
_ Bro _Z z
= AT, *aCLD a7 coSs i

1
gsina\* Ap
= ) s

( o ) |
A
gsinart

dp = (35)

These solutions look similar to the Ekman solutions, but with a different scaling. Notably,
¢ no longer appears in the equations, but instead the horizontal buoyancy gradient, 0Ap/dz

appears.

To determine whether the boundary layer will better resemble the Prandlt or Ekman
solution, we note that up exp(—z/dP) and ug exp(—z/dg) so that up >p when dp < dp.

This is true when
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Figure 9: Top Row: the thermal driving for the case with dp/dg = /(2), (left column),
dp/drp = 1 (middle column), and dp/dp = \/I (right column). The black line is the

2

theoretical Prandtl solution given by (35) The colors indicate the same time periods as in
figure 8. Bottom Row: as for the top row, but now for the velocity components. The dashed
black line is the theoretical Ekman solution, and the solid black line is the theoretical Prandtl
solution. In the middle column they overlie each other. The colors indicate the same as in
figure 8. from [4]

oT, < AT, ¢*
Jdr — Ap gsina

() ()

This last equation has the form of a Boundary Layer Burger number. Solutions to the
full for a case with upslope temperature advection are shown in figure 9 for differing values
of dp/dg. For low values of dp/dg the solution has a thick and strong boundary layer near
the ice-ocean interface. When the values of dp/dg are higher, the boundary layer becomes
thinner and sharper. The addition of the along slope temperature gradient allows for a
maintained stratification in a thin layer near the surface. Since, typically, we expect that
(gaa%’) > @2, and for an ice shelf with sina ~ 0 we would expect the Ekman solution to be
more appropriate. For sina ~ 1 however the Prandtl solution might become appropriate.

or equivalently when
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The solutions shown in figure 7 panels (c) and (f) can also be compared with a model
with a more realistic diffusivity from a parametrized turbulence closure scheme. We take

Vo= Au,, (38)
1
du \?
w = ()" (30
A= min(Kyts, Apaz)- (40)

This allows us to include the production of TKE from shear layers. Inspection of the so-
lution with the scheme included (figure 10) reveals that the boundary layer becomes trapped
in a layer near the surface.

2.2 From a 1d column to the 3d circulation

Now we consider what affects the finite geometry of a real cavity would have on the 1d model
of the previous section. The pressure at any point in the fluid can be written as

Zs+m Ziot+Mm
P(z) =g [ [ e [ pdz] | (41)

i0+77
and assuming that density of the ice is constant, we find that

Zio+n
VP(z)=g {inHi + pioV (2io + 1) +/ Vpdz} : (42)

The first term is the contribution to pressure from the weight of the ice, the second term
is the gradient in the ice-ocean interface (both the equilibrium position and the deviation),
and the third is the is baroclinic contribution of the (assumed) density profile. Assuming
that the weight of the ice shelf is balanced by the water in its equilibrium position, we can
write the flotation condition as

pZVHZ + szZ-O = 0. (43)

Applying this equation to the model and solving it over a finite depth reveals a deep cross
slope geostrophic flow and a second Ekman layer in the cavity along the seabed. This second
Ekman layer creates a mass flux convergence along the grounding line. By conservation of
mass, this would raise the ice shelf there and generate an opposing barotropic flow. For a
semi-infinite ice sheet we can rationalize this by supposing that this flow is in the across shelf
direction. However for an actual 2d dimensional cavity this paradox needs to be resolved
differently.

In order to understand the structure of the circulation in the cavity we start by construct-
ing a 2d idealized model of a steady state current in balance with the pressure gradients
applied at the ice-ocean interface. This will allow us to understand the two-dimensional
structure imposed by finite cavity geometry. We start by assuming that the momentum
equations are in approximate geostrophic balance, with only the vertical momentum diffu-
sion equation term retained:
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Figure 10: The solutions from a model using a parametrized turbulence closure scheme. The
situation is the same as shown for figure 7, panels (c¢) and (f). The first row uses the scheme
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The inclusion of the vertical mixing terms allows us to retain the features of Ekman
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solution that were studied in the previous section. The pressure is as given in (42) but with
the flotation condition applied and the baroclinic term approximated by the equilibrium
height of the ice-ocean interface:

VP =g [pOVn +/ Vpdz} (47)
The depth integrated geostrophic flow is given by
V, = %k X (HwV'r] + / Vp(z— z) dz) (48)

where H,, is the depth of the water column. The depth integrated ageostrophic velocity
comes from the top and bottom Ekman layers and is given by

d d
Vo = 5k X (vgio + vgp) + =

9 9 (Ugio + vgb)a (49>
where the top and bottom geostrophic currents are given by

9

Vgio = ?k X VT], (50)
and
Vg = %k x Vn —|—/ Vpdz, (51)
Zp

respectively. The first term in (49) is a transport normal to the geostrophic flow, and
the second term is a transport in the along geostrophic flow created by a reduction in the
geostrophic flow speed in the boundary layer.

Mass conservation implies that the divergence of these two currents has to vanish in
steady state:

V- (Vg+Va) =0 (52)

Substituting equations (48) and (49) into (52) and assuming a constant linear stratifica-
tion (constant N?) profile parallel to the ice shelf gives a second order hyperbolic equation
for the deviation of the ice-ocean interface from its equilibrium position:

g | OHw On _ 8Hy O N2 OHy 0zi _ OHy 9z
f |: Oy Oz oz By + Hw Oy Oz or Oy +

z 22
ng |:8ac2 + Oy? ] + N2 def [%a}g + %yg] + (53)

N2dp an%_’_an%_an@zl_'_de% = 0
f 2 Ox Oz Oy Oy ox Oy -

The first term represents the barotropic geostrophic flow caused by the ice ocean interface
forced through depth contours. The second term is similar, it is the geostrophic flow being
forced by the tilt of the sea level. The second two terms are the Ekman transports that
result from the curvature of the ice ocean interface and the sea level, respectively. These
terms are similar to the windstress forcing that would occur in an Ekman layer exposed to
the atmosphere. The last term is a correction to the second term that results from the depth
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Figure 11: The simplified geometry used to test the circulation models. Left: the seabed
depth and Right: a cross section showing the geometry of the ice shelf. Note that the bed
has been tapered in order to avoid numerical artifacts.

P (a) barotropic stream function (Sv) {b) meridional overturning circulation [Sw) 012
0.32
0.28 010
72 -200
P
by —_—
g= 0.24 TN =Sy
R e S A —— (|| {08
T / ~
-74 T .
0.20 - 4 ; |
— 400 ?’r . \
T 7 ™,
7

=) \\\
z//
[
N

Figure 12: The barotropic streamfunction (left) and the meridional overturning circulation
(right) from the primitive equation model using the same geometry show in figure 11. From

8]-

of the Ekman depth. Over this depth part of the current in the second term will be canceled
by the Ekman divergence, and this is accounted for in the last term.

If boundary conditions are given, this model can be solved for n. Using a simple test
geometry (figure 11) this gives an asymmetric circulation, with increased sea heights on
the bottom left side of the domain and decreased sea heights on the upper right side of
the domain. It should be noted that since this calculation is done with an f-plane, this
intensification is not related to the usual western boundary current intensification, and is
instead related to the meridional gradient in water column thickness. These results compare
favorably with a primitive equation model (NEMO) run with full physical parametrization
(figure 12, left panel). The primitive equation model also shows the full three dimensional
circulation, which shows a meridional overturning cell (figure 12, right panel) as well as a
melt freeze pattern similar to an ice pump (figure 13). The gyre circulation is imprinted on
the melt freeze pattern, and shifts the horizontal structure so that the melting is in the west,
and the freezing in the east.

The full primitive equation model can be used to simulate the full circulation beneath all
of the antarctic ice shelves, including observed bathymetry. The model simulation shows that

91



(c) 30M meltrate (m/y)

Latitude

o 2 4 6 8 10 12 14
Longitude

Figure 13: The freezing patterns from the primitive equation model, from [8].

the ice shelves in the warm regions of West Antarctica are rapidly melting (figure 14, panel
(a)). In the cold water regions of the Ross and Weddell seas and also East Antarctica the
melting occurs more slowly, and there are also extensive areas of refreezing (figure 14, panels
(b), (¢), and (d)). This model compares much better to observations than the plume model
does in the area of the Ronne ice shelf. This is because the fully 3d model can simulate the
buoyancy driven circulation that carries water away from melt zone, which is not included
in the depth integrated plume model.

Sensitivity tests which involve removing the ice shelves show that there is a large influence
of the ice shelves on sea ice formation. When the shelves are removed, large buildups of sea
ice occur on West Antartica. This occurs because the melting of the land ice is introduced
into the ocean at the surface in the grid cell nearest to the coast. This introduces a layer
of fresh water at the surface that produces an unrealistically strong stratification, which
prevents heat fluxes from the ocean from reaching the ice and an unrealistically thick layer
of sea ice can form. The impact of the ice shelves is to input a similar amount of water as
the land ice, but by inputing the water at depth, the ice shelves change the stratification
and so do not allow such large regions of ice to grow. Similarly, melting of the shelves drives
gyres within troughs in the continental shelf. These gyres can connect otherwise separate
troughs, and also introduce cold fresh water fluxes at depth, which is critical to the formation
of Antartic Bottom Water.

A caveat to these simulations is that the bathymetry is unknown in many circumstances.
The areas where the bathymetry are the least well known are also the areas where the dis-
agreement between the model and the observations are the largest. Improving the knowledge
of the bathymetry could be a key step in our ability to simulate the circulation under the
Antarctic ice shelves.
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Figure 14: The melting patterns from the primitive equation model, run using observed
bathemetry. From [8].
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GFD 2017 Lecture 7: Ice Ocean Interactions around
Antarctica

Adrian Jenkins; notes by Federico Fuentes and Madelaine Gamble Rosevear

June 27, 2017

This document comprises the third review lecture given by Adrian Jenkins during the 2017
Geophysical Fluid Dynamics program at the Woods Hole Oceanographic Institution (WHOT).
It is about the ice-ocean interaction in the continent of Antarctica, and is divided in two parts:
cold water regimes and warm water regimes. Several figures and figure captions were copied
literally or almost literally from their original sources to facilitate comprehension. In those
cases, the relevant references are given.

1 Cold Water Regimes

1.1 Surface properties of Antarctica

For ease of reference, a map of Antarctica is included (Figure 1).

Figure 1: Map of Antarctica (image from NASA is in the public domain).
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The continent of Antarctica is uniformly surrounded by very cold near-freezing water
close to the surface. However, the distribution of near-surface (0-100 m) salinity is not as
simple. Indeed, it can vary depending on precipitation and redistribution by sea ice, which
adds salt during formation and fresh water when it melts. This can be observed in Figure
2, where the ocean tends to be fresher towards the north. Wherever the salinity is higher, it
is easier to deepen the cold layer of water.

Figure 2: Near-surface temperature and near-surface salinity in the continent of Antarctica.

Around the Antarctic peninsula precipitation is high because the westerlies (winds blow-
ing from west towards east, i.e., clockwise in Antarctic maps) encounter steep topography on
the Antarctic Peninsula and are forced to rise, losing moisture as snowfall. This orographic
effect can be observed in Figure 3, which shows the surface mass balance (effectively the
snowfall) on the continent. The precipitation is then much lower in the Ross and Weddell
seas due to the cold dry air which flows from the interior of the continent. Freezing (ice
production) occurs pretty uniformly around the continent.

Strong katabatic winds (from higher elevations to lower elevations) are carried by the
high and steep topography, especially in East Antarctica, where winds with speeds up to 320
km/hr have been reported in winter. These katabatic winds feed the near-coastal easterly
winds. Meanwhile, in the Ross and Weddell seas winds are deviated north by topographic
barriers. All this can be observed in Figure 4.

1.2 Shelf properties of Antarctica

In [23] an idealised model was used to study the processes setting the shelf water proper-
ties. The transport of relatively warm and salty circumpolar deep water (CDW) across the
Antarctic slope front (ASF) (which almost completely surrounds the Antarctic continental
shelf) was of particular interest, as the steep isopycnals (surfaces of constant density) asso-
ciated with the ASF provide a barrier to on-shelf transport. The model was idealized by
being essentially 2D, with no variations in the along-shore direction and periodic boundary
conditions assumed. This is shown in Figure 5.
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Figure 3: Left: Mean (1979-2010) surface mass balance (SM B) in mm w.e./yr (where w.e. means
water equivalent) using simulations and observations. Note that on the seasonal sea-ice, SM B
equals precipitation (P) minus surface sublimation (SUs) and on open ocean SMB = P [13].
Right: Mean concentration difference from residual freezing (does not represent ice thickness!) [5].

The investigation showed that shelf-water properties were mainly defined by wind-driven
transport of Antarctic surface water (AASW) and by mesoscale eddies carrying CDW along
isopycnals. Weaker winds allowed more warm CDW to flow onto the shelf, heating up the
shelf waters, as did broader and deeper shelves. A higher surface salt flux (representative
of higher sea ice formation) had the same effect, as it increased the production and outflow
of cold, salty Antarctic bottom water (AABW). It is the presence of AABW that creates a
connection between the shelf waters and the offshore CDW and allows mesoscale eddies to
transport CDW onto the shelf. All these results are shown in Figure 6.

Another process that affects the shelf water properties is precipitation. When precipita-
tion is high, the upper ocean is stabilised and the thermocline is shallower, thus in regions
with high precipitation and weak coastal easterly winds (i.e. the Antarctic peninsula), warm
CDW intrudes onto the shelf. Meanwhile, in regions where precipitation is lower and coastal
easterlies are stronger, downwelling (accumulation and sinking of higher density water be-
low lower density water) is sufficient to exclude CDW from the shelf. In the case where
precipitation is low and the sea ice production is high, cold, salty shelf water is present.

This picture is confirmed by comparing temperature and salinity (Figure 7), precipitation
(Figure 3) and winds (Figure 4) with shelf properties observed around Antarctica (Figure
8). At depth, the shelves are dominated by cold and salty shelf water off the coasts of the
Filchner and Ross ice shelves; by cold and fresh AASW off the coasts of Dronning Maud
Land and Wilkes Land; and by warm and salty CDW off the coast of Ellsworth Land and
the Antarctic peninsula (see Figure 1 for geographic references).
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Figure 4: Left: Mean winter wind vector. Right: Mean winter stream lines. Data is from 1980-93.
The elevation of the surface is shown by contour lines in red [24].

Wind stress
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Figure 5: Taken from [23]. (a) Schematic cross-section of the Antarctic slope front (ASF), which
separates the continental shelf waters from the warm circumpolar deep water (CDW) at mid-depth
offshore. In regions of Antarctic bottom water (AABW) outflow, such as the western Weddell and
Ross Seas, isopycnal (i.e. constant density) surfaces connecting the shelf waters to CDW may facil-
itate onshore heat transport and AABW export via the action of mesoscale eddies. (b) Schematic
profiles of ocean depth, along-shore surface wind stress, and associated parameters. (c) potential
temperature profile used as reference, where eddy boluses of warm CDW are visible crossing the

shelf break. (d) Salinity profile used as reference.
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Figure 6: Taken from [23]. Left: Sensitivity of the transports crossing the Antarctic slope front
(ASF) of Antarctic surface water (F4a5w ), circumpolar deep water (Fopw ), and Antarctic bottom
water (Faapw ). The sensitivity is to (a) the wind stress maximum amplitude Tyax, (b) the brine
rejection rate on the continental shelf ¥,qynya, (c) the depth of the continental shelf Hgerr, (d)
the width of the continental slope Wope, (€) the offset of the wind stress maximum from the
center of the continental slope (Lying), and (f) the model’s horizontal grid spacing A,. In (a) the
theoretical wind-driven southward surface Ekman transport is also shown, and it agrees closely
with the shoreward transport of Antarctic surface water (AASW).

Figure 7: Deep water temperature and salinity in the continent of Antarctica.
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Figure 8: Temperature () and salinity (S) profiles at different parts of Antarctica. At depth the
shelves are dominated by either: cold and salty shelf water (8, 5, and to a lesser extent 2 and 4);
cold and fresh Antarctic surface water (AASW) (1, 3, and much of the area around 2 and 4); or
warm and salty circumpolar deep water (CDW) (7 and 6).
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1.3 Melting modes

The different melting modes are illustrated in Figure 9, and are briefly described next:

e Mode 1: This form of melting occurs when shelf water (SW) dominates. There are
extensive areas of refreezing and melt rates on the order of 0.1 m/yr. Both SW and
ice shelf water (ISW) are sufficiently dense to form Antarctic bottom water (AABW).

e Mode 2: Here, the warmer circumpolar deep water (CDW) dominates. There is no
refreezing and much higher melt rates on the order of 1-10 m/yr are observed.

e Mode 3: This occurs when Antarctic surface water (AASW) dominates and CDW
intrusions only occur at the seabed. Some refreezing does occur and due to AASW
being seasonally warmer than SW, higher melt rates than Mode 1 are observed; on the
order of 0.1-1 m/yr.

1.4 Melting mode 1
In the southern Weddell Sea, where the Filchner-Ronne ice shelf (FRIS) lies, the cold SW is

dominant and denser than CDW. The complicated seabed and ice shelf geometry results in
a modified (with respect to the usual) pattern of melting and freezing, as shown in Figure
10, where the basic “ice pump” mechanism is visible from the satellite data. From the figure
it can be observed that relatively little warm water enters the cavity, and that the highest
melting occurs at depth, near the grounding line.

Figure 11 presents results from models, which show an overturning circulation, but also
strong horizontal flows guided by ice-base and seabed topography. The presence of tides in-
duces much stronger circulation, where increased melting results in higher buoyancy forcing.
The model also reproduces the observed pattern of melting where the warm water enters
the cavity and reaches the deep grounding lines, while freezing is present along the outflow
paths (right in Figure 11). The freezing and melting are low when the effects of the tides
are not considered, but increase significantly with tidal forcing. Even though tides generate
only weak time-averaged currents, tidal currents can dominate the instantaneous flow if the
buoyancy forcing is weak. In that case, the tides control the turbulent transport of heat to
the ice shelf base.

The outflows of ice shelf water (ISW) are possibly supercooled, due to the fact that
inflowing waters have a temperature close to the surface freezing point. The addition of
meltwater at depth, where the in situ freezing temperature is even lower due to the effect of
pressure, means that the buoyant outflow may become supercooled as it rises. In that case,
platelet ice may form and can generate regions of very thick (about 10 m) land-fast sea ice.
These insights can be appreciated in Figure 10 (bottom).

Most ISW exits the cavity at depth and contributes to the Antarctic bottom water
(AABW) formation as it spills off the continental shelf. Similar processes occur in the Ross
Sea, but melting and production of ISW appear to be slightly lower, probably because the
ice shelf is thinner on average.

Ice shelves of the Ross and Weddell seas are probably relatively insensitive to climate
change. The shelf water will be fixed at the surface freezing point as long as enough sea ice
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Figure 9: Taken from [8]: Three modes of sub-ice-shelf circulation and associated stratification on
the continental shelf. (a) In Mode 1, dense shelf water (SW), formed by brine rejection beneath
growing sea ice, dominates the sub-ice cavity. SW has a temperature at or close to the surface
freezing point, and can melt ice at depth only because of the pressure dependence of the freezing
point. Some refreezing occurs in the cavity because the water produced by melting (ice shelf water
(ISW)) becomes supercooled as it rises along the shoaling ice shelf base. (b) Mode 2 dominates
if SW is absent and circumpolar deep water (CDW) is the densest water on the shelf. CDW
temperatures are typically around 3°C above the surface freezing point so melting is rapid, no ISW
forms, and there is no refreezing. (c¢) Mode 3 dominates where both SW and CDW are absent,
leaving Antarctic surface water (AASW) as the densest water on the shelf. Only the upper layer
of AASW is seasonally warmer than the surface freezing point, so melt rates are low and ISW
formation and refreezing can result. Although the CDW is denser, its access to the shelf is limited
by the deepening of the AASW layer at the coast, where the southward Ekman transport driven
by the easterly wind is blocked. Note that in (a), Modes 2 and 3 may influence the outer cavity
because AASW and modified CDW are present in the upper water column, while in (b), Mode 3
melting may occur above the permanent thermocline separating AASW and CDW.
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Figure 10: Top left: Basal melt rates under assumptions of steady-state ice shelf and conservation
of mass. Positive values represent freezing and negative values melting (with color saturation for
magnitudes over 5 m/yr). Yellow line shows separation of region with strong melt at the Ronne
shelf, while light blue lines illustrate inferred ocean circulation paths [10]. Top right: Southwestern
Weddell Sea. Bathymetric contours are labeled in hundreds of meters beneath the ice shelves. Dot-
ted black arrows indicate inflow of modified warm deep water (MWDW) [18]. Bottom: (a) Salinity
and (b) potential temperature at the Filchner and Ronne ice fronts, where the light gray represents
the draft of the ice shelf in the ice front [18].

is produced. One model suggests the possibility of a future regime change [4]. It argues that
thinning of sea ice may increase the wind stress and strengthen the inflow of modified CDW.
However, as this happens, there must also be a decrease in shelf water density.

1.5 Melting mode 3

The Fimbul ice shelf (FIS) is located in the eastern Weddell Sea, where wind-forced down-
welling of Antarctic surface water (AASW) dominates and keeps the shelf cold. Note that
the topography in this region is very steep, as can be observed in Figure 12. It is thought
that the wind-forced overturning is opposed by eddy overturning of the front, which brings
warm water on-shelf at depth (see Figure 12). This has a subtle difference to the case
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Figure 11: From [14]. Left-center: Flow lines of the modeled mean annual circulation in (a) the
lower twelve layers without tides, (b) the upper four layers (including the mixed layer) without tides,
(c) the lower twelve layers with tides, and (d) the upper four layers with tides. The color scale
shows the mean current speed. Right: Mean basal ice melt rates beneath the Filchner-Ronne ice
shelf (FRIS) in cm/yr from the model for non-tidal (top) and tidal (bottom) simulations. Negative
values indicate freezing.

where shelf water (SW) formation creates an isopycnal connection to the deep waters off-
shelf. That being said, an analogous model with the ice shelf included and without any SW
formation, shows a similar result. As observed in Figure 12 (right), a weaker easterly wind
allows warmer CDW to intrude along the seabed (note the higher temperatures at the seabed
when the wind is 3 m/s as compared to when the wind is 9 m/s). Therefore, the wind is a
fundamental factor of the heat transfer.

In the summer, the seasonally warmer upper layer of Antarctic surface water (AASW)
drives melting in the outer cavity (see left of Figure 13). This layer is relatively fresh and
typically too thin to get beneath the ice, but again, wind-forced coastal downwelling is what
allows it to access the Fimbul cavity. However, in this case, stronger easterly winds lead to
a greater flux of warm water into the cavity.

Before observations were made in the Fimbul cavity, a modeling study suggested that
more circumpolar deep water (CDW) could be present at depth (see right of Figure 13).
This ended up being wrong, but for an interesting reason. An eastward-flowing undercurrent
beneath the westward-flowing AASW carried CDW along the upper slope. It turned on-
shelf within a seabed trough that cut the shelf edge and carried CDW beneath the ice shelf.
Stronger easterly winds could exclude the inflow by pushing the front and the undercurrent
deeper. This undercurrent has been identified in observations, but always deep down on the
continental slope [1].
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Figure 12: From [19]. Top left: Temperature section across the Antarctic slope front (ASF) at 17°W
showing the typical structure of the ASF. Bottom left: Sketch illustrating the hypothesized exchange
processes across the ASF. Yellow arrows illustrate Ekman overturning (V.x), while red and blue
arrows illustrate the overturning of the slope front (V;,) and the sub-ice shelf overturning (yVe,)
respectively. Right: The along-slope-averaged temperature estimated from daily snapshots. Negative
velocities are to left. The black lines are contours of zero residual velocity. Further right is the
observed temperature profile beneath the Fimbul ice shelf (FIS) (in black) along with the modeled
temperature profiles (in colors) taken from the vertical red line in the previous plots.

1.6 A note on the warm water regimes

Warm derivatives of warm circumpolar deep water (CDW) are found at depth on the shelf
from 55-155°W. Often, it is assumed that the dominant processes are common and connected
with the proximity of the Antarctic circumpolar current (ACC). Nevertheless, the ACC does
not reach the continental slope until about 90°W (see left of Figure 14). In the Amundsen Sea
it lows north of the Marie-Byrd Seamounts.

In the Bellingshausen Sea, upper CDW comes on the shelf as eddies that shed from the
ACC (see right of Figure 14). Thus, upper CDW is not confined to troughs. On the other
hand, lower CDW intrusions follow the trough topography and appear to be steadier.
Meanwhile, in the Amundsen Sea, the deeper thermocline seems to exclude most upper CDW,
while lower CDW intrudes along the troughs. The presence of CDW on the shelf is not a
novelty, since it was observed as early as the Belgian Antarctic expedition from 1897-1899.
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Figure 13: Left: From [3]. (a) Map of Fimbul ice shelf (FIS), with mooring locations M1, M2, and
M3 indicated by red dots, together with water column thickness (gray shading). Black contours
show the ice draft in 100 m intervals. The ice front is shown in magenta, and the continental shelf
break in green (1500 m isobath). Vectors originating at each site show the annual mean value of the
currents, surrounded by their associated variance ellipses (the white arrow in the upper right corner
indicates the velocity scale). (b) Potential temperature-salinity diagram comparing observations
below the FIS with coastal hydrography. The color shading shows the relative occurrence of different
water masses at the mooring sensors, binned in T-S space, with yellow indicating many observations
on a logarithmic scale. Two arrays of melt water mixing lines, as described in the text, highlight the
melting regimes associated with Antarctic surface water (AASW or ASW) (blue) and modified warm
deep water (MWDW) (magenta). Right: From [21]. (Top) Annual mean potential temperature
(°C) along 1°W in the steady state solution. FIS is shown in light blue, and the bedrock in gray.
Potential density contours are shown as black lines. (Middle) Annual mean flow at 450 m depth
in the steady state solution. The color scale shows current magnitude (cm/s) and the arrows are
current vectors with a 7.5 cm/s arrow to scale in the upper right corner. The thick black line is the
ice front of FIS. (Bottom) Annual mean eastward current speed (cm/s) at 1°W in the steady state
solution.
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Figure 14: Left: From [15]. Location of climatological Antarctic circumpolar current (ACC),
transporting warm upper circumpolar deep water (UCDW). The ACC flows along the slope-shelf
break for the entire western Antarctic. Bathymetry shallower than 3 km is shaded. Right: From
[16]. Conceptual diagram showing the characteristics of circumpolar deep water (CDW) intrusions
to the western Antarctic Peninsula (wAP) shelf. UCDW intrudes on the shelf in the form of
relatively small and frequent middepth features. Lower circumpolar deep water (LCDW) is found
at the bottom of deep depressions. The thick black arrows represent upwelling of LCDW water to
the overlying water, and the rounded arrows represent mixing across layers.

2 Warm Water Regimes

Here, we turn our attention the high melt regime driven by the transport of warm circumpolar
deep water (CDW) onto the continental shelf, or mode 2 melting. Whilst CDW is present
all around Antarctica, there are only a few regions in which it can penetrate beneath ice
shelves. The Amundsen sea sector is one such region.

2.1 Mean state

In the eastern Amundsen Sea, the broad continental shelf is interspersed with a series of
deeper troughs (Figure 15). These troughs, which were carved out by glaciers during previous
advances of the Antarctic ice sheet, now provide a pathway for CDW to access the ice shelves
in the region.

Moving east to west along the shelf, the thermocline deepens (Figure 16) and the CDW
present below becomes cooler. In the west, the combination of a shallower shelf and a deeper
thermocline means that CDW is almost completely blocked from coming on-shelf. As a
result, the ice shelves in the western part of the Amundsen sector are close to a transition to
the cold water regimes discussed in Part I, where the shelf is effectively isolated from CDW.

2.1.1 Observations of heat transport to Pine Island Glacier

Access for CDW to Pine Island Glacier occurs through two troughs, Pine Island Trough
East (PITE) and Pine Island Trough West (PITW). Observations of PITW show an inflow
of CDW of about 0.2 Sv which delivers an on-shelf heat flux of around 2.8 TW [25].
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Figure 15: The Amundsen Sea continental shelf and floating ice shelves of the region. Figure taken
from [6].

110 Longitude

Figure 16: Temperature (°C) above pressure freezing point (7' — T'y) moving along the shelf, with
nominal ice shelf draft (white). Figure from [6]

Along shelf flow is dominated by the Antarctic Slope Current, an eastward flow driven
by winds off the Antarctic continent. Intriguingly, observations on the western side of PITW
show a strong, eastward flowing undercurrent carrying CDW along the shelf edge (see upper
two panels of Figure 17). The troughs are approximately 30 km wide, considerably larger
in scale than the Rossby radius of deformation which is on the order of 3 km, so when the
current encounters the trough it is steered south onto the shelf (see lower two panels of Figure
17).

Kimura et al. (in review) find that the inflows combined supply about 6 TW of heat to
the shelf. Of this heat, approximately one third is lost to the atmosphere, one third is used
to melt ice shelves and one third is carried westward by the on-shelf circulation.
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Figure 17: Potential temperature and geostrophic velocity sections for two separate transects; one
slightly westward of Pine Island Trough West (PITW) and the other at the entrance to PITW.
Positive values are eastward flowing currents. Figure from [26].

2.2 Variability
2.2.1 Instrumental record

Conditions in the Amundsen Sea lie somewhere in between the strongly stratified conditions
to the east (e.g. Marguerite Bay) and the weakly stratified conditions in the Ross Sea to
the west. In Marguerite Bay the thermocline is extremely shallow and warm CDW occupies
most of the water column (Figure 18), however the Ross Sea is almost uniformly cold with
some freshening at the surface.

The thermocline depth in the Amundsen sea is highly variable and is sensitive to both
wind and buoyancy forcing. Furthermore, variability in thermocline depth drives variability
in ice shelf melt. Observations from in front of the Pine Island Glacier (PIG) calving front
show that changes in the depth of the thermocline are accompanied by changes in meltwater
fraction and thus ice shelf melt (Figure 19). At the PIG calving front, meltwater is identified
as a warm, salty anomaly. This result, which is somewhat counter-intuitive as melting is
associated with cooling and freshening, can be understood in terms of the watermasses in
Figure 20. If the cavity beneath an ice shelf has the temperature-salinity (T'S) properties of
Ambient 1, warm, salty CDW (x;) may drive melt and follow the meltwater mixing line to
To. The mix of meltwater and ambient fluid will then rise in the water column to its level
of neutral buoyancy. Tracing the isopycnal between xo and the open circle on Ambient 1,
we can see that the meltwater mix will be warmer and saltier than the ambient fluid of the
same density, and will therefore appear as a warm and salty anomaly. This effect will only
occur if the slope of the ambient in TS space is steeper than the meltwater mixing lines; if
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Figure 18: In situ temperature and salinity averages showing thermohaline properties in the
Amundsen Sea for 1994, 2000 and 2007. Labels indicate profiles from east of Bear Island (E)
and west of Siple Islands (W). The dashed profiles, which are provided for comparison, are from
Marguerite Bay (MB) and near Ross Island (RS). Figure from [6].

the slope is shallower (e.g. Ambient 2) the water mass will be cooled and freshened through
the addition of meltwater.

In the Amundsen sector, the ambient stratification is set by the mixing of Antarctic
surface water (AASW) and CDW. Provided that the AASW salinity is above 33.6 psu,
the CDW /meltwater mix will be warmer and saltier at any given density. In winter, the
meltwater outflows contain enough heat to melt sea ice.

How different water masses interact with ice shelves is also determined by the geometry of
the ice shelf cavity. Beneath Pine Island Glacier, a 300 m high seafloor ridge provides a partial
barrier to inflowing CDW. Much like the relative depths of the thermocline and continental
shelf control the flow of CDW onto the shelf, the relative positions of the thermocline depth
to the ridge determine how much heat reaches the grounding zone. However, here a positive
feedback may be present; the more the ice thins, the wider the gap over the ridge becomes,
allowing more CDW to access the grounding line.

West of Pine Island Glacier, at the Dotson Ice Shelf, a time series of temperature sections
across the calving front shows that variability in the depth of the thermocline is the primary
influence on the average temperature of inflowing water, and that this drives extreme vari-
ability in melt fluxes. The melt fluxes calculated from oceanic properties are consistent with
satellite-derived measurements of ice shelf melt rate.

Results from the Dotson suggest that melt rate is a non-linear function of temperature.
Whilst it is difficult to ascertain this from the Dotson data alone, Figure 22 also includes
an estimate of melt in cold water ice shelves, as we know that the pressure dependence of
the freezing point allows melting to occur beneath an ice shelf even when the water masses
driving it are at surface freezing point. Thus, the melt flux is positive definite even at zero
degrees on Figure 22. As a result of this non-linearity, the Amundsen ice shelves are more
sensitive to ocean variability because the mean state is warm.
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Figure 19: Potential temperature (A-E) and meltwater fraction (F-J) sections at the Pine Island
Glacier ice shelf calving front for individual years of observation (labeled). Sections are facing into
the cavity beneath the ice shelf. Figure from supplementary material of [2].

2.3 What’s driving the variability?

Model results from Kimura et al. (in review) suggest that variability in shelf edge inflows
rather than surface fluxes is the primary control on themocline depth, and hence on melt
rates. Whilst surface fluxes affect the AASW layer, they have little impact at the depths
that matter to the ice shelf.

The variability in the shelf edge currents themselves is driven by wind, although the mech-
anism for this is not yet clear. Periods of strong easterlies (Figure 23a) enhance downwelling
on the shelf and buoyancy forcing in polynyas and suppress the slope front undercurrent,
decreasing transport of CDW onto the shelf and making it more likely to mix with the over-
lying waters as it passes over the ridge. This results in an overall cooling and decrease in
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Figure 21: Potential temperature vs salinity plot at the calving front of Pine Island Glacier. Num-
bered solid lines are isopycnals, and the solid line near the bottom of the diagram indicates the
surface freezing point. In (c) dashed lines represent approximations to the ambient trend in the

main thermocline (bold) and a melt-water mixing line. The dash-dotted lines are contours of
melt-water fraction. Figure from [7].
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Figure 22: Average temperatures and melt fluxes from the Dotson Ice Shelf. Figure from Jenkins

et al. (in preparation).

melt. Conversely, weaker easterly winds are often accompanied by weak westerlies at the
shelf edge (Figure 23b). This enhances inflow of CDW which raises the thermocline, allowing
more transport over the ridge and increased melting.
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Figure 23: Schematic of processes that lead to (a) cooling and (b) warming of the eastern Amundsen
Sea continental shelf. Figure from [9].

2.3.1 A mechanism for changing the winds

The weak easterlies in the Amundsen sector are themselves associated with El Nifio Southern
Oscillation (ENSO). Anomalous heating in the central equatorial Pacific triggers a standing
Rossby wave that which results in sea level pressure anomalies in the Amundsen Sea. These
anomalies weaken the easterly winds over the Amundsen Sea shelf and can result in westerly
winds over the shelf edge.

Over the instrumental record, mooring and CTD (sonde used to measure conductivity,
temperature and pressure) observations of inflow properties show a good agreement with
zonal wind anomalies and central Pacific Sea Surface Temperature (SST) anomalies (Figure

113



Y
w
Ice flux (km® yr)

Depth of 0.8°C isotherm (m)

L I L L L ! L L L I ! L
19_91‘“1994--1936__1_9?8 2000 2002 2004 2006 2008 2010 2012 2014

Depth of 0.8°Cisotherm (m)
-y
i
Ice flux (km® yr™)

800 L~ s L L L L s L . . L s ' i L L
1860 1870 1880 1890 1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000 2010

Figure 24: Proxies for thermocline depth on the inner shelf of the eastern Amundsen Sea (the upper
panel is an expanded version over the observational period). The depth of the 0.8°C isotherm (left-
hand axis) is extracted from mooring data (black line) and averages of summer CTD stations (black
diamonds). Less direct proxies come from the cumulative zonal wind anomaly (dark blue line) and
cumulative central tropical Pacific sea surface temperature anomaly (red line). Figure from [9)].

24, upper panel), suggesting that the link between these may explain the dominant mode of
variability.

2.4 Implications for driving ice sheet change

The Last Glacial Maximum (LGM) was the period during the last glacial cycle during which
Earth’s ice sheets were at their maximum extent. As such, the retreat of ice between the LGM
and present day extent is used to understand the mechanisms for ice loss from Antarctica,
and the speed at which they occur.

In the Amundsen sector, the retreat of ice from LGM to present day extent occurred
mainly between 10 and 20 thousand years before present. In the following period, the margin
appears to have been stable [12].

2.4.1 The retreat of Pine Island Glacier

Sediment cores from the ridge beneath Pine Island Glacier reveal that there has been recent
change. Pre-1940s sediment records show only coarse grained sediments, transported by the
glacier itself, to either side of the ridge (Figure 25). Behind the ridge is a small cavity of
water, but this cavity has no connection to the ocean. Post 1945, the presence of fine grained
sediments transported by plumes suggest the there was an oceanic cavity behind the ridge
with a connection to the outer cavity, either through a bathymetric feature or due to tides.
However, the coarse sediments on the front of the ridge demonstrate that the ice shelf is still
pinned to the ridge. Post 1970, the presence of fine sediments on both sides of the ridge
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suggest that this is when the cavity took on its current geometry. This assertion is confirmed
by early satellite imagery.

Satellite radar interferometry since the early 1990s shows the glacier is still retreating, as
are many others along the eastern Amundsen coastline.

a b c

Pre-1945 1945-1970 1970 to present
1}« Atmospheric ?'°Pb +1:. Atmospheric 2'°Pb, Pu i+ Atmospheric ?'°Pb, Pu

LJ | lceshell | [ kosner L osnell
\ Grounding \ Ocean ‘\

Grounded
ice

Tidal/
bathymetric connection  gediment
t

Figure 25: Sedimentation and processes beneath Pine Island Glacier. Figure from [22].

The retreat has been explained as a result of warming of the waters on the Amundsen
Sea Shelf [20]. However, the study that published this result uses data up to early 2010,
and thus does not include the subsequent cooling of shelf waters. Instead, the recent record
of grounding line movement is more consistent with the ocean variability. Grounding line
retreat has slowed during the cool phase and the Kohler Glacier has even re-advanced.

2.4.2 Glacier thinning

Analysis from satellite altimetry shows that the thinning of glaciers is not a continuous
process. During warm periods, enhanced thinning at the grounding line triggers a wave
of thinning that propagates inland (Figure 26). Periods of reduced thinning are similarly
followed by reduced thinning, or even thickening, inland. For example, the Kohler glacier
(Figure 26¢) shows a thinning signature initiated pre 1996, however the stability of the
current grounding line has prevented any more recent thinning, in contrast to Pine Island
and Thwaites glaciers (Figures 26a and 26b).

Using the relationships established in Section 2.3.1 between shelf edge winds (and thus
thermocline depth and melt flux) and Pacific SSTs, we can extend our proxy record back in
time. Two prominent anomalies occur in the 1940s and 1970s, coinciding with the grounding
line events seen in the sediments beneath the Pine Island Glacier. The anomalous period in
the 1940s is well documented in ice core records from the West Antarctica, and is the most
anomalous period in the 20th century, with the exception of the 1990s.

Records of ice flux across the grounding line of glaciers in the Amundsen region start in the
1970s, when satellite imagery became available. Since the 1970s, each glacier has experienced
periods of rapid acceleration and periods of relatively steady flow or slight deceleration.
Whilst responses vary from glacier to glacier, it is clear that accelerations correspond with
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Figure 26: Ice surface-lowering rates along flowlines in the three basins. Figure from [11].
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Figure 27: Evolution of ice discharge at the grounding line, where the red shading indicates a warm
period and the blue shading is a cool period. Figure adapted from [17].

warm periods, while steady flow coincides with cool periods (Figure 27). The varied responses
of individual glaciers is determined by the geometry and properties.

The mechanism for increased melting of an ice shelf driving thinning of a glacier upstream
is illustrated in Figure 28. Increased transport of CDW on shelf increases melt rates and
thins the glacier (top panel). This decreases the buttressing effect the ice shelf can provide
and moves the grounding line back (middle panel), and the glacier accelerates. This changes
the surface slope of the glacier, accelerating flow upstream and allowing the thinning signal
to propagate. In the lower panel, the ice shelf thickens due to decreased melt, itself a result
of a deeper thermocline, which isolates the shelf from CDW.

The propagation of the thinning signal upstream operates on far longer timescales than
the adjustment which occurs at the glacier front. Thus, at any one time we may be looking
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at a superposition of cooling (thickening, advancing) and warming (thinning, retreating)
signals. To further complicate the matter, a key factor in the stability of the grounding line
is the geometry of the bed, meaning that a given forcing may influence different glaciers in
different ways.

2.5 Summary

The Amundsen sea sector is an especially interesting region in that wind variability has the
capacity to drive a large response in ice shelves, and consequently in the upstream flow of
grounded ice. The sensitivity of the ice to the winds is a result of the ocean state and
bathymetry of the region; variability in the thermocline depth and the strength of the slope
front undercurrent modulate the on-shelf flow of warm CDW.

Since the 1940s, the ice sheet has been experiencing episodic retreat. Decadal ocean
variability can trigger retreat, and once the grounding line is forced from a seabed high, it
will continue until the grounding line stabilises long enough for the inland flow to equilibrate.
A key question to address is whether, were the shelf to thicken, the previous grounding line
could be re-established. In other words, is this a cycle, or is it irreversible?
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GFD 2017 Lecture 8: Testing the Ocean Trigger Hypothesis
for Greenland’s Recent Glacier Retreat

Fiamma Straneo; notes by Eric Hester and Jessica Kenigson

June 28, 2017

1 Testing the Ocean Trigger Hypothesis for Greenland’s
Glaciers

1.1 Establishing rates of mass loss in Greenland

The change in mass M of an ice sheet with respect to time is given by

dM
— =5SMB~D (1)

where SM B represents the surface mass balance and D represents the rate of ice discharge.
Here SM B is the difference between the rate of accumulation due to precipitation and the
rate of ablation due to surface melt and sublimation, while D represents the rate of loss due
to glacial calving and melting at the ice margins by the ocean. In order to accurately monitor
and predict the ice sheet mass balance in a changing climate, it is necessary to isolate SM B
and D. In Antarctica, mass loss occurs primarily though D (as ambient temperatures are
too low to permit significant mass loss from surface melting); in Greenland this is not the
case.

Since 2002, GRACE satellite observations of Greenland mass balance changes through
gravimetry have provided data on an ice-sheet-wide scale. Figure 1 shows the cumulative
mass change of the ice sheet since 2002 as resolved by GRACE. The declining mass is
superimposed upon a significant seasonal cycle of SM B.

Prior to GRACE, ice mass changes were necessarily interpolated from scattered in situ
observations. Greenland SM B has been relatively adequately monitored since ~1980. In
order to obtain estimates for earlier periods, Greenland Ice Sheet SMB is reconstructed from
(typically) atmospheric and snow-pack models. The Regional Atmospheric Climate Model
(RACMO) simulates the spatial distribution of climatological SMB from 1958 — 2007 [3].
Spatially, SM B is O(1000 kg m~2 yr~!) along the coast of southeast Greenland due to
significant orographic precipitation. Over much of northern Greenland, SM B is O(100 kg
m~2 yr~!) due to the relatively low precipitation rates in the interior (and by relatively cold
temperatures at high latitudes). Over the coastal margin of southwest Greenland, SM B can
reach O(—1000 kg m~2 yr~!), which is attributable to significant surface melting.
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Figure 1: Monthly change in mass of Greenland from April 2002 — April 2016
(cumulative). Figure reproduced from https://www.climate.gov/news-features/featured-
images/greenland-ice-mass-loss-continued-2016.

Measurements of D for a particular glacier are made via remote sensing of the ice velocity
across a transect (fluxgate) as near as possible to the grounding line, and D is approximated
by

D =VhH (2)

where V' is the velocity perpendicular to the transect, A is the width of the fluxgate, and H
is the depth of the glacier [5, 2]. Typically, D is assumed to be seasonally invariant (due both
to a paucity of observations and, when observations have been available, a lack of evidence
of a clear seasonal dependence). In one study, D was calculated at 178 outlet glaciers [2]; V'
was estimated (where possible) by repeat imaging from the Landsat 7 Enhanced Thematic
Mapper Plus and the Advanced Spaceborne Thermal and Reflectance Radiometer (ASTER).
In addition, H was obtained from digital elevation models (DEMs) by differencing the bed
elevation from the surface elevation (where possible; bed elevation data was not available in
the cross-flow direction at all glaciers).

Historical reconstructions of the total mass balance (T'M B, defined as SM B — D) require
estimates of D, which are often based upon correlations between SM B and D over periods in
which both quantities have been observed. Figure 2 shows a reconstruction of the Greenland
Ice Sheet SM B, D, and TM B from 1900 — 2010 [6]. The historical reconstruction is based
upon differences between the maximum extent of the ice sheet during the Little Ice Age (as
inferred from trimlines and moraines) and aerial photogrammetry from 1978-1987, which
allows the change in elevation around the entire perimeter of the ice sheet to be calculated.
This is then interpolated to the interior. SMB modeling is used to resolve the mass balance
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Figure 2: Five-year mean of SM B (orange line), modeled ice discharge (blue line), and 5-year

mean of total mass balance (gray) with 1o uncertainty range (shading). Figure subsetted
from [6].

into components arising from SM B and D (see their “Methods” section). Mass loss is seen
to significantly accelerate around ~1990, with mass balance deficits increasing at a rate not
seen since perhaps ~192071930. What might account for the accelerated mass loss since

~19907

1.2 Ocean trigger hypothesis

Changes in both SM B and D contribute in approximately equal part to the mass loss from
the Greenland Ice Sheet since ~1990. Moreover, an accelerated retreat of large outlet glaciers
beginning around ~2000 (primarily around the western and southern coast of Greenland)
has been documented.

Two major types of glaciers exist along the margins of Greenland: “floating ice tongue”
glaciers and tidewater glaciers. Tidewater glaciers are characterized by a relatively shear
vertical face and primarily lose mass through glacial calving, while floating ice tongue glaciers
are characterized by a long, thin, floating ice protrusion into the ocean from the grounding
line and primarily lose mass through melting. Many of Greenland’s large tidewater glaciers
(including, for example, Jacobskavn Isbrae, Helheim, and Zachariae Isstrom) had floating
ice tongues in the recent past.

The ocean trigger hypothesis [13] suggests that the glacier retreat beginning around
~2000 (Figure 3) and contributing to the relative increase of D (as in [6]) was initiated
by oceanic drivers. The intrusion of anomalously warm ocean water onto the shelf causes
submarine melting of the floating ice tongue, triggering rapid thinning and ungrounding,
which reduces buttressing and causes acceleration and calving. For instance, Jacobshavn
Isbrae transitioned from a regime of slow ice accumulation to rapid thinning beginning around
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Figure 3: Shift in the calving front at Jacobshavn Isbrae from 1851-2006. Figure reproduced
from https://svs.gsfc.nasa.gov/3395.

1997, and this was accompanied by an approximate doubling of velocity [4]. The accelerated
mass loss is thought to be associated with warm oceanic inflow from the Irminger Sea. This
is in contrast to the hypothesis that atmospheric warming causes enhanced surface melt and
bed lubrication, leading to accelerated sliding. Hydrographic data in and around Greenland’s
fjords is difficult to obtain, particularly at depth. However, this warming signal beginning
around 1997 (at depths of 150-600 m) was captured by trawl fishery measurements made
from 1991 — 2006.

The ocean trigger hypothesis is supported by several independent lines of evidence. In-
deed, ocean currents which bifurcate from the North Atlantic Current transport warm equa-
torial waters close to the southern coastal shelf of Greenland (Figure 5 shows a schematic
diagram), suggesting that it is plausible for outlet glaciers to respond sensitively to changes
in ocean temperature. However, few direct measurements of ocean temperature at depth
along the shelf are available over the period of interest, requiring the use of sparse direct
measurements, proxy data, and models. For instance, a numerical ice-flow model with a
dynamic calving front has been used to study the reponse of Helheim glacier to various
front-stress perturbations, changes in basal lubrication, and changes in the ablation rate [8].
Experiments with front-stress perturbations (which could occur due to rapid thinning of the
floating ice tongue) best captured the observed rate of retreat and lend credence to the ocean
trigger hypothesis.

Furthermore, paleooceanographic reconstructions fail to refute the ocean trigger hypoth-
esis. For example, at Disko Bugt (West Greenland), a 100-year long (1910 — 2007) record of
ocean temperature at approximately 300 m depth was reconstructed based upon the relative
presence of warm and cold water taxa of benthic foraminifera in a series of sediment cores
[7]. Indeed, the accelerated retreat of Jacobshavn Isbrae beginning after 1998 coincided with
a period of ocean warming locally (and local ocean temperatures were related to the Atlantic
Multidecadal Oscillation).
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Figure 4: Depth-averaged temperature as obtained from trawl fisheries for1991-2006 (150-
600 m average). Note the increase in temperature near Jacobshavn Isbrae in 1997. Figure
reproduced from [4].

125



oy |

: ulceland

Subtropical
North Atlantic

Figure 5: Schematic diagram of the ocean circulation around Greenland. Note the proximity
of the warm Irminger Current (warm northward-flowing current branching from the North
Atlantic Current to the west) to the coastal shelf of Greenland. Figure adapted from [13].
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Calving rates may be reconstructed using the observation that icebergs are “dirty.” Specif-
ically, Ice-Rafted Debris (IRD) deposited in Semilik Fjord near the Helheim Glacier terminus
has been used as a proxy for glacial calving [1]. Based upon measurements from sediment
cores, a record of the calving rate has been reconstructed from 1890 to near present. In
particular, the sand fraction is used to represent the IRD since sand grains are likely to have
been transported by icebergs rather than advected by meltwater plumes due to their large
size (which causes them to rain out of suspension). The authors note that the accelerated
calving event of the early 2000s (as well as a period during the early ~1930s — 1940s) was
associated with warm phases of the Atlantic Multidecadal Oscillation (indicating that in-
flowing Atlantic waters were relatively warm) and with relatively low export of cold Arctic
water. This supports the hypothesis that enhanced submarine melt at Helheim was triggered
by contact with anomalously warm ocean water.

Indeed, the influx of cold Arctic water through the Fram Strait to the coastal margins
of Greenland (as indicated by the Storis index, related to the latitude of the sea ice extent
along the coast of southwest Greenland) versus the influx of relatively warm water from the
south via the North Atlantic Current/Irminger Current (as given by a temperature transect
south of Iceland) likely influences the calving rate [1]. For this reason, a “Shelf Index”
is constructed as the sum of these indices, and the Shelf Index is seen to correlate with
the calving rate on interannual and longer timescales (r = 0.41 for 3-year mean, which is
statistically significant at the 95% level). Correlations between the (negative) Storis index
and Atlantic water temperatures as measured along the transect are nearly as strong, yet
correlations with atmospheric variables such as the wintertime North Atlantic Oscillation
index are also significant (r = —0.45).

Thus, we see that there are multiple independent lines of evidence to support the Ocean
Trigger hypothesis.

2 Ice-ocean Interactions in Greenland Glaciers

The evolution of Greenland glaciers depends on a range of complex phenomena, associated
with changes in atmospheric and oceanic conditions on multiple spatial and temporal scales.

This lecture will outline the current understanding of the effect of oceanic forcing on
Greenland glaciers, and the techniques used to establish these facts.

2.1 Greenland glaciers: tidewater vs tongues

There are two types of outlet glaciers in Greenland, characterised by their structure beyond
their grounding line (the furthest point at which they are in contact with the sea bed).

The first and most common, tidewater glaciers, do not extend far beyond their grounding
line, and display vigorous calving (iceberg production) at their edge. The other type, floating
tongue glaciers, instead extend tens of kilometres beyond their grounding line. Further,
floating ice tongues typically balance the incoming ice flux by melt, and do not strongly
calve. Floating tongue glaciers are able to balance the incoming ice flux by melt as they
have a much larger area in contact with the fjord waters.
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tidewater glacier. Figure adapted from far beyond the grounding line. Figure
[14]. adapted from [14].

2.2 Ocean water in fjords

The waters surrounding East Greenland are divided between two dominant water types
- the warmer Atlantic water (AW) supplied by the North Atlantic current, and cooler polar
water (PW) from the pole (Figure 8). The location of these waters, and in particular their
interaction with glaciers when within the fjord, is believed to control glacial melting.

Straneo et. al. [12] performed ship and mooring based measurements of oceanographic
data in Sermilik Fjord during 2008. They found the bottom of the fjord (beyond 200-300 m)
was filled with warmer Atlantic water, while cooler polar water resided in the higher layers.
These two modes were supplemented by a third water mass of glacial meltwater during the
summer.

Arctic /
Ocean \Z

Gyre

Figure 8: Schematic of ocean currents around Greenland. Figure from [10].

Importantly, they found that these waters were continuously replenished [12]. There are
several mechanisms that contribute to this replacement, but one main driver of fjord/shelf
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exchange is variations in the pycnocline on the shelf near the mouth of the fjord.

Figure 9 illustrates this mechanism with the example of Ekman transport by along coast
winds. These winds (into the page) force transport of the surface layer toward the right
(into the fjord), depressing the shelf pycnocline. The fjord waters then equilibrate to this
new stratification by inflow of the top polar water, and outflow of the bottom Atlantic water.
When the forcing ceases, the fjord waters will then relax to the original equilibrium, thereby
replenishing the waters.

Shelf Fjord

Figure 9: Wind driven forcing of shelf waters will adjust the shelf pycnocline, to which the
fjord waters equilibrate. When the forcing ceases, the fjord waters readjust to the previous
equilibrium (c). Figure adapted from [12] (Supplementary Information).

The presence of high sills in fjords may be able to block this transfer however [9, 16,
mitigating the i nfluence of the warmer Atlantic water.

2.3 Glacial melt from temperature-salinity diagrams

The distribution of fjord water characteristics is highly revealing when plotted on a (poten-
tial) Temperature () - Salinity (S) diagram. This is because when salt water melts ice,
the properties of the water-ice mixture will evolve along a straight line in § — S space - as
explained in Adrian Jenkins’ first lecture. Water measurements close to the line imply the
melting of glacial ice; divergence implies some other process is occurring (such as mixing
with glacial runoff).

Straneo and others [11, 15] found that measurements around Greenland glaciers were
consistent with melting of glaciers by Atlantic Water. The red curves in Figure 10 show
0 — S measurements of water near the fjord mouth, while the blue curves are near the
glacier. The winter measurements (on the right), show that water near the glacier lies closer
to the melting line of Atlantic water, implying that the water is melting the glacier.
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The summer measurements tell a different story however. Now, the near-glacier water di-
verges from the melting line of the Atlantic water, instead being much fresher than expected.
This is due to discharge, including at depth, of surface melt driven by a warm atmosphere
above the ice.
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Figure 10: 0 — S measurements near Helheim glacier in summer (left) and winter (right).
The red curves are of waters near the mouth of the fjord, and the blue readings are as close
as possible to the glacier edge. The influence of the glacier is seen through the differences
between the red and blue curves. The solid black line shows the melting line of Atlantic
water, while the dashed line shows the line for mixing with glacial runoff. The curved lines
are isopycnals, the cyan line shows the freezing temperature at zero pressure for varying
salinities. Figure adapted from [11].

2.4 Lagrangian ice flux divergence measurements

The melting of ice tongues can be inferred by measuring the divergence of the ice flow.

Assuming a vertically uniform velocity w = (u,v) and density p;, the melt rate a of a
floating ice tongue can be inferred from the conservation law for ice thickness h:

oh oh

E+V~(hu):E+u~Vh+hV-u:a. (3)

This Eulerian framework suffers from a key drawback however; for sparse sampling times,
the calculation of time derivatives will be affected by aliasing — If the sampling time is too
sparse and a second peak is in the same location as a past peak, then there is no way to infer
a change in thickness of the ice.

A more effective approach is to switch to a Lagrangian framework, in which we track the
time derivative of the ice thickness following the ice, Dh/Dt = Oh/0t +w - Vh. By tracking
the ice, we are able to minimize aliasing. This gives our conservation law as

Dh
- ‘u = qa. 4
Dt+hv u=a (4)
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Figure 11: Greenland glacier melt rates determined using Lagrangian ice flux divergence
measurements. Figure from [17].

The first step in estimating these quantities is to measure the surface elevation of the ice
tongue using Digital Elevation Maps at multiple times.

The thickness of the ice tongue can the be measured given knowledge of the tidal data,
and assuming hydrostatic balance of the ice. The hydrostatic approximation becomes invalid
within several kilometres of the grounding line, preventing the use of this technique in these
areas.

By cross correlating successive elevation maps, the velocity of the ice u can be inferred,
and the elevation (thus thickness) change Dh/Dt can be measured. From these measure-
ments, the total melt rate of the ice tongue can then be inferred. The submarine melting
can finally be isolated by subtracting the surface melt using a model of atmospheric melting.
Putting all this together, the subglacial melt of glaciers can be calculated, as seen in Figure
11 for three Greenland glaciers [17].
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GEFD 2017 Lecture 9: Greenland Glacier-Ocean Interaction
Part I

Fiamma Straneo; notes by Margaret Lindeman, Agostino Meroni,
and Earle Wilson

June 29, 2017

1 The Near Ice Zone

1.1 Diagnosing the influence of subglacial discharge

The Greenland Ice Sheet (GIS) is 1 osing mass at an accelerated rate and is responsible for
approximately 25% of the current rate of global sea-level rise (Church et al., 2011; Chen
et al., 2017). Much of this mass loss occurs via the release of ice and melt water at outlet
glaciers, which terminate in deep and narrow fjords (van den Broeke et al., 2009). Here it is
argued that the mass loss is in part affected by the release of subglacial melt water into the
ocean.

Subglacial discharge is due to large catchments upstream of the glacier’s marine interface
and has a peak discharge of approximately 30 x 10*> m?/s during summer months (Jackson
and Straneo, 2016). This seasonal discharge of subglacial meltwater can be diagnosed from
glacier-induced changes in water properties in Sermilik Fjord, the fjord adjacent to Helheim
Glacier. Figure 1 shows distributions of potential temperature and salinity in the Sermilik
Fjord for the summer of 2009 (left) and the winter of 2010 (right).

Ambient waters within the fjord can be modified by two glacial sources of freshwater:
subglacial discharge and submarine melt. Subglacial discharge is assumed to be fresh and
at its local freezing point at depth. If no other sources of freshwater are present, mixing
between the deep ambient waters of the fjord and the cold, fresh subglacial discharge water
from beneath glacier results in a modified water mass whose properties lie along the runoff
line indicated by the dashed line in Figure 1. Submarine melt modifies the ambient water in
a similar fashion but causes additional ocean cooling through the extraction of latent heat.
If no other sources of freshwater are present, the melting of the ice and its subsequent mixing
with ambient ocean water will result in a new water mass that lies along the melting line
indicated by the solid line in Figure 1.

Figure 1 shows that, during the summer months, the waters of the Sermilik Fjord are
modified by both runoff/subglacial discharge and submarine melt. The is evidenced by the
fact that the near-glacier fjord water has a # — S distribution that lies between the runoff
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Figure 1: Seasonal distribution of water mass properties in the Sermilik Fjord. Left: Poten-
tial temperature () versus salinity (S) of the ocean at the mouth of the fjord (red) and near
the glacier (blue) collected in August 2009. Right: Same, but for March 2010. The dashed
and solid line represent the mixing lines for runoff and submarine melt, respectively. The
cyan line shows the freezing point of seawater for different salinities. Figure is adapted from
Straneo et al. (2011).

and melt lines. During the winter months, the § — S distribution of the ocean indicates that
submarine melt is the main source of freshwater for the fjord.

If the ambient waters consist of a single water mass, the relative contributions of fresh-
water from submarine melt and subglacial discharge can be quantified (e.g Mortensen et al.,
2011; Jackson and Straneo, 2016).

1.2 Dynamics at the ice-ocean interface

When subglacial discharge enters the ocean at the grounding line, it rises as a turbulent
buoyant plume. The mixing generated by this turbulent plume enhances the exchange of
heat between the ambient ocean and the ice surface, thereby elevating the submarine melt
rate. Since submarine melting has a primary control on the mass balance of the entire ice
sheet, it is essential that we understand the dynamics of this interaction.
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Figure 2: A schematic describing the processes governing the temperature, salinity and melt
rate at the ice-ocean interface. Q7 is the heat flux from the ambient fjord water to the
glacier, QT is the heat flux into the ice, and Q] is the latent heat flux from phase changes.
Corresponding freshwater fluxes are denoted by the superscript S with the addition of Q3 . .
associated with the melting or freezing of ice. All other variables are defined in the text.
Figure is taken from Straneo and Cenedese (2015), which is modified from Holland and
Jenkins (1999).

The submarine melt rate is typically determined through the use of a three-equation
plume model. This model, which was first developed for the floating ice shelves of Antarctica,
solves for the temperature 7}, salinity S, and melt rate 1 at the ice-ocean interface(Hellmer
and Olbers, 1989; Holland and Jenkins, 1999). A schematic of the processes represented by
the model is provided in Figure 2.

Ty is constrained to be at the in situ freezing point of seawater, which is governed by

Ty = A1 Sy + A2 + A3 pe, (1)

where A1, Ay and A3 are known constants, and 7, is the pressure at the interface. Tj, and S,
are further constrained by the heat and salt fluxes across the viscous sublayer that separates
the ice boundary from the ambient ocean. The heat budget of the viscous sublayer is a
balance of the heat flux supplied by the ambient ocean and the sensible and latent heat flux
to the ice

CpfyT(Ta—Tb):mCl (Tb—ﬂ)—i‘m[;, (2)

where T, is the ambient ocean temperature, C),, and C; are the specific heat capacities of
seawater and ice, L is the latent heat of fusion, and vr is the thermal exchange velocity.
Likewise, the salt budget of the viscous sublayer is a balance of the salt flux supplied by the
ambient ocean and the salt flux across the ice boundary. This is given by

Ys (Sa — Sp) = M (Sp — Si), (3)

136



where g is the salinity exchange velocity, S, is the salinity of the ambient ocean and .S;
is the salinity of the ice, which is sometimes assumed to be zero. In the turbulent region
outside the viscous sublayer, heat and salt diffuse at the same rate. However, within the
viscous sublayer, the exchange of heat and salt are governed by molecular diffusion. In this
region, heat is transferred at a faster rate than salt. Additionally, these exchange rates are
dependent on the shear generated by the ambient ocean as it drags along the ice. These
effects are parameterized as

1
Yr,s = OE FT,S U, (4)

where C' z%) I'r s represents the thermal and haline Stanton numbers for a hydraulically smooth
surface (Kader and Yaglom, 1972; Steele et al., 1989).

From equations (1)-(4), we see that an increase in near-ice ocean velocity U,, will lead
to an increase in the submarine melt rate m. This velocity can be influenced by either
large scale ocean circulation, driven by processes like tidal motions, or by local buoyant
plumes supplied by subglacial discharge. For the near-vertical calving fronts typically found
in Greenland, the latter mechanism is dominant, especially during summer months (Sciascia
et al., 2013).

A major caveat to the three-equation model is that it was developed for the near hori-
zontal floating ice-shelves of Antarctica. The tidewater glaciers of Greenland have a much
steeper ocean interface and receive much greater freshwater input from subglacial discharge.
These differences | ikely affect t he t urbulent exchange rates parameterized by (4).

1.3 Plume modeling

The ultimate goal of plume modeling is to predict the submarine melt rate (SMR) along the
front of a glacier. The SMR will depend on the plume’s buoyancy forcing, vertical extent
and lateral extent. Additionally, the vertical structure and velocity of the nearby ocean will
also have an impact. Due to the paucity of in situ data, many of these factors remain largely
unconstrained. We therefore rely on models to inform our understanding of these processes.

Plume models currently fall into two broad categories: simple one-dimensional buoyant
plume models (e.g. Hellmer and Olbers, 1989; Jenkins, 2011) based on buoyant plume theory
originally developed by Morton et al. (1956) and Turner (1973), and fully three-dimensional
plume models that utilize physics from high-resolution, non-hydrostatic general circulation
models (e.g. Sciascia et al., 2013; Slater et al., 2015). In each case, the subglacial discharge
forcing the plume may be funneled through a single point source, a distribution of small
point sources or across the full width of the grounding line.

One-dimensional plume models have been used to varying degrees of success to explain
observations of water mass properties near tidewater glaciers. For example, Stevens et al.
(2016) showed that the line plume model introduced by (Jenkins, 2011) is able to reproduce
the measured vertical extent and composition of glacially modified waters near a major
subglacial discharge site at the Saqqarliup sermia outlet glacier system in West Greenland.
However, the same model was unable represent the properties of glacially modified waters at
another nearby subglacial discharge site. This discrepancy was attributed to uncertainties
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in subglacial discharge and missing physics (such as the detachment of the plume after it
reaches neutral buoyancy).

Other studies have used three-dimensional plume models to quantify the sensitivity of
SMR to certain unknown parameters. For example, Slater et al. (2015) showed that sub-
glacial discharge, when distributed over a wide area, could produce up to five times as much
submarine melt as when the amount of discharge is passed through a single localized outlet.
Additionally, Sciascia et al. (2013) showed that the intrusion depth of a buoyant plume will
depend on the magnitude of the subglacial discharge. These sensitivity studies highlight the
great uncertainty surrounding SMR and stresses the need for more observational studies.

1.4 Summary

1. The seasonal injection of subglacial discharge affects ice-ocean exchanges by affecting
the dynamics at the interface.

2. Plume models work well near the glacier front, but the far-field impacts of plumes is
not represented by these models.

3. Melt rates from models are highly uncertain, to a large extent because they have not
been validated by data.

2 Fjord Dynamics

Many tidewater glaciers, especially in Greenland, do not have terminate in open ocean waters,
but in a fjord. The fjord connects the glacier and its catchment, which are influenced by the
atmospheric dynamics of the region, with the open ocean circulation, which determines the
heat input to the glacier front, all of which influence ice sheet and grounding line dynamics.
Due to the inherent difficulties in performing field campaigns in these regions, the fjord
dynamics is still a topic of very active research. The fjord circulation is known to be mainly
driven by the freshwater input of the subglacial discharge (Motyka et al., 2003; Rignot et al.,
2010), the along-fjord katabatic winds that flow downhill from the ice-sheet and the along-
shelf winds that drive the so-called intermediary circulation, by imposing density fluctuations
at the mouth of the fjord itself (Jackson et al., 2014). Additionally, processes of deep water
renewal and transient motions (namely internal waves or internal seiches) characterize the
fjord circulation.

2.1 Iceberg trajectories

Using GPS trackers such as the one in figure 3, icebergs can be tracked until they completely
melt or capsize. The sensors are deployed from a helicopter, on large icebergs with a waterline
length longer than 100 m. The motion of large icebergs is primarily driven by the ocean
currents, rather than wind.
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Figure 3: Picture of a GPS tracker placed on the surface of a large iceberg in the Sermilik
Fjord (South-East Greenland) from a helicopter. (Photo by F. Straneo)

Observations of iceberg trajectories through GPS tracking show a net mean displacement
of the ice mélange, a mixture of icebergs and sea ice extending O(10 km) beyond the glacier
front, out of the fjord (Sutherland et al., 2014). In particular, multiple icebergs in the mélange
are observed to undergo sudden simultaneous motions. These are caused either by strong
calving events at the glacier front or by the action of intense katabatic winds that can flush
the whole ice mélange out of the fjord in few days. Figure 4, from Sutherland et al. (2014),
shows the daily average distance from the glacier front of three icebergs in the ice mélange
as a function of time deployed. The average velocities marked on the intervals of constant
slope shows that the mélange is a compact system that moves at a roughly constant speed
for its whole extension. The sudden changes in position that happens in two or three days
(around day 120) indicates a strong calving event that pushed the entire mélange out of the
fjord. After this first phase of motion, the icebergs, if they do not capsize or become trapped
by bottom topography, are observed to move on average out of the fjord until they reach the
open ocean, where they are driven south-westward by the East Greenland Coastal Current.
This mean displacement is indicative of the buoyancy-driven estuarine-like circulation due
to the subglacial runoff at the glacier front (Motyka et al., 2003; Rignot et al., 2010).

2.2 Buoyancy-driven circulation

As mentioned earlier, the freshwater released at the base of the glacier front has been observed
to form plumes that rise buoyantly near the glacier front, entraining ambient water until
they reach the surface or a neutral buoyancy depth. This gives rise to a buoyancy-driven
circulation, with the relatively cold, fresh plume detaching from the glacier front and flowing
toward the fjord mouth, while the entrainment drives flow of warmer, saltier Atlantic Water
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Figure 4: Displacement from the glacier terminus of three icebergs in the ice mélange in
the Sermilik Fjord in South-East Greenland as a function of the time deployed (Sutherland
et al., 2014).

toward the glacier (Straneo and Cenedese, 2015). Figure 5 shows a scheme of this kind of
circulation, highlighting the salty water input on the bottom of the fjord and the relatively
fresher water export at the surface (Rignot et al., 2010).

The flux of subglacial discharge and resulting entrainment of ambient water thus have a
strong influence on the heat flux to the glacier front from warm Atlantic Water. Observations
of enhanced submarine melting corresponding to the buoyant plumes have shown a strong
seasonal variability, corresponding to the seasonality of subglacial discharge, which has a
maximum in summer or after intense rainfalls (Motyka et al., 2003). Moreover, it was found
that submarine melting can contribute to the ice-sheet mass balance as significantly as the
calving, making it an important factor in grounding-line and ice-flow dynamics (Rignot et al.,
2010).
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Figure 5: Scheme of the estuarine-like circulation observed in the fjords driven by the pos-
itively buoyant freshwater input of the subglacial runoff. In most fjords, the dynamics
is almost two-dimensional and small across-fjord variations are generally observed (Rignot
et al., 2010).

Exercise: The importance of heat transport from outside a fjord can be shown with a simple
calculation using typical characteristics of each fjord and glacier, as given in table 1. What
would the change in mean fjord temperature be if the entire ice flux from each glacier was
melted by water in the fjord?

The necessary input of heat is calculated as the heat needed to warm the ice to its freezing
point plus the heat needed for the phase change:

Qu = piQ; |:Cz<ﬂ -T)+ L} * 1 year. (5)
The change in fjord temperature is calculated as

Qu

AT = <2
CwPw ‘/fjord

(6)
where Vijora = [ * w * d. Inputting the values from table 1 gives a temperature decrease of
approximately 8°C for Sermilik Fjord and 1°C for 79 North Fjord. With no renewal of water
from outside the fjord, this would bring the temperature of both fjords below freezing. This
exercise is indicative of the importance of heat transport from outside the fjords to maintain
a steady state balance between the fjord and glacier.

2.3 Observing seasonal variability

Moored observations of current velocities are crucial to understanding fjord dynamics during
the non-summer months, when the subglacial runoff forcing is weak, but icebergs pose a sig-
nificant challenge to collecting long timeseries of observations. Figure 6 shows how iceberg
impacts may affect a mooring (Jackson, 2016). Panel (A) shows how the pressure measure-
ments at three different levels all collapse to the bottom value simultaneously, indicating
that the impact with an iceberg has pushed the buoy below a critical depth at which the
water pressure has compressed it, so that is it no longer able to float. Panel (B) shows the
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79 North Glacier | Helheim Glacier
+ Fjord + Sermilik Fjord
Ice flux Q; (km? yr—!) 15 30
Grounding depth d (m) 600 600
Width w (km) 20 6
Length [ (km) 80 80
Ice temperature 7; (°C) -10 -10
Upper 100m water temp. || T T
(°C)
Lower 500m water temp. || 1 4
(°C)
Constants:
Heat capacity of ice ¢;: 2 kJ kg™t °C~!
Heat capacity of seawater c,: 4 kJ kg=! °C~*
Latent heat of fusion L: 334 kJ kg™!
Ice density p;: ~ 917 kg km ™3
Seawater density p,: ~ 1025 kg km™3

Table 1: Estimates of typical characteristics of the 79 North Glacier and Fjord, Helheim
Glacier, and Sermilik Fjord and pertinent physical constants to be used in the exercise.

track of the iceberg that hit the mooring and panel (C) contains a scheme for the two kinds
of impact with an iceberg. In the type 1 hit, the buoy is not compressed and thus it still
floats after the iceberg has passed, while in the type 2 hit, the buoy sinks after the pressure
has squeezed it, as shown in the picture of panel (D).

Using timeseries of moored observations in Sermilik Fjord, a new decomposition of the
mass, salt and heat budgets that include mechanisms that have been neglected in the past
literature is introduced (Jackson and Straneo, 2016). Two major circulation regimes are iden-
tified: shelf variability via barrier winds (dominant in nonsummer months) and freshwater
discharge f rom runoff (dominant in summer).

2.4 Other drivers of fjord circulation

Figure 7 shows the timeseries of along-fjord velocity (a,b) and potential temperature (c,d)
at two different locations in the Sermilik fjord.(Jackson et al., 2014). The moorings that
survived the season show that the currents have a strong variability on the O(2 — 3 days)
scale, associated with the periodic tilting of the halocline at the mouth of the fjord due
to the atmospheric mesoscale forcing. When cyclonic winds blow along the continental
shelf in front of the south-eastern coasts of Greenland (see figure 8), the Ekman transport
induces an increase in pressure in the upper layer at the mouth of the fjord. This generates
an overturning circulation that opposes the buoyancy-driven one. This explains the short
scales O(days) variability in the direction of the fjord circulation, as opposed to the monthly
variations induced by the subglacial runoff forcing that controls the estuarine-like circulation
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Figure 6: (A) pressure measurements before and after the impact with the iceberg. (B)
Track of the iceberg. (C) Schemes of the two types of impact, in the former the buoy is
still able to float because the pressure has not deformed it, while in the latter the buoy has
been pushed at such a depth that the it cannot sustain the water pressure and it sinks. (D)
Picture of a buoy recovered after a type 2 hit (Jackson, 2016).
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Figure 7: (a), (b) Along-fjord velocity (positive is towards the glacier) in two locations in the
Sermilik fjord. (c), (d) Potential temperature timeseries for the same two locations with the
contours of potential density anomaly oy = [27.0,27.5] kg m~3 overlaid. (b), (d) are closer
to the glacier front than (a) and (c).*” Adapted from (Jackson et al., 2014).

described above.

The fjord circulation is also driven by along-fjord katabatic winds, which have been
observed to flush out the entire ice mélange of a fjord on a O(1 day) scale. These winds,
which blow from the ice sheet to the open ocean and can reach hurricane velocities, have
a significant influence on the fjord circulation in the same direction as the buoyancy-driven
one (Oltmanns et al., 2014, 2015). An example of this kind of event is shown in figure 9,
where a series of three satellite images (Moderate Resolution Imaging Spectroradiometer,
MODIS) shows how a strong wind event removes almost completely the ice mélange of the
Ammassalik fjord in roughly one day (Oltmanns et al., 2014). Numerical simulations of a
typical katabatic wind event in Greenland fjords show that O(10%) of the upper layer is
flushed out in a single event, in agreement with observations (Spall et al., 2017).
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Figure 8: Composite analysis of the 10 meters winds (shading) and mean sea level pressure
(contours) for the times of wind events over 15 m s~! in the location indicated by the blue
cross roughly between August 2009 and August 2013 (Harden et al., 2014).

Figure 9: MODIS satellite images showing in the visible range the flushing of the ice mélange
out of the Ammassalik fjord by the action of an intense katabatic wind event in roughly one
day. Adapted from (Oltmanns et al., 2014).
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2.5 Impact of topographic sills

With the same numerical setup it is possible to simulate the role of a sill in the fjord bottom
topography, a feature present at the mouth of some glacial fjords. Numerical simulations
by Gladish et al. (2015), focused on the water renewal in Illulisat Fjord, West Greenland,
show that the position of the pycnocline with respect to the height of the sill is crucial in
determining the circulation. In particular, a sill shallower than the pycnocline will block
the inflow of warmer deep waters, reducing submarine melt at the glacier front. Moreover,
numerical simulations show that while the subglacial runoff circulation can drive the water
renewal in the fjord in a single summer, the external baroclinic forcing cannot, because of the
presence of the sill blocking the flow at depth. The effect of a sill deeper than the pycnocline
on the fjord water renewal mechanism is small.

2.6 Modeling the full fjord circulation

From the above discussion, it is evident that phenomena on multiple scales control the com-
plex interaction between the ice-sheet and ocean components that characterize the Greenland
coastal system. Examples of recent numerical efforts in modeling this broad range of pro-
cesses, encompassing buoyant plumes due to the subglacial runoff at the glacier front, fjord
buoyancy and wind circulation, iceberg displacement and open ocean dynamics include Car-
roll et al. (2015) and Cowton et al. (2015). The sensitivity of the glacier melting to the
subsurface runoff, through the oceanic warmer water entrainment in the buoyant plume,
is studied by means of numerical simulations by modifying the runoff flux and geometri-
cal configuration (line plume versus point source plume, for example). Despite the lack of
knowledge of some feedback mechanisms, for example between submarine melting and ice-
berg calving at the front, numerical results show that the submarine melt rates increase with
subglacial runoff, but they appear to be insensitive to the annual runoff variability (Cowton
et al., 2015). Instead, there is both numerical (Carroll et al., 2015) and observational (Beaird
et al., 2015) evidence that the stratification at the glacier front influences the terminal level
of a buoyant plume. In fact, depending on the depth profile of density, the subglacial runoff,
and the turbulent entrainment, the plume can reach a neutral buoyancy level before surfac-
ing. Other works are trying to model case studies of fjord circulation and to link the fjord
variability to the large scale ocean variability.

2.7  Summary

1. Drivers of the circulation in the fjord include buoyancy due to meltwater release, re-
gional winds, shelf-forced exchanges, tides.

2. The geometry of the fjord (sills, width, ice tongue extent) affects the circulation.

3. Theories of the fjord circulation typically do not cover the parameter space of the
glacial fjords.
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4. Future studies will need to explore the coupling between near-ice dynamics and fjord
scale circulation, which are characterized by different length scales.
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GFD 2017 Lecture 10: Greenland Glacier-Ocean Interaction
Part 11

Fiamma Straneo; notes by Guillaume Michel and Madeleine Youngs

June 30, 2017

In this lecture, we detail the two-way coupling between the dynamics of glaciers and of the
ocean: the melting of glaciers is caused by an inflow of warm seawater, that in return is cooled
and freshened. This interaction affects the large-scale ocean dynamics, and is usually only
considered as a boundary condition in numerical simulations.

In the first part of t hislecture, we show how t he melt rate can be e valuated. We then
present how it is connected to the ocean dynamics.

1 How to estimate the melt rate?

For a given glacier, the melt rate depends on the characteristics of the water flow (e.g.
temperature, salinity, vertical stratification and v elocity). T hese properties set by t he far-
field o cean properties, but it remains challenging to infer a variation of t he melt rate based
on records in the ocean. This is a consequence of the large range of length-scales lying
between an ice edge, a fjord, the nearby ocean, and the large-scale ocean currents, see Tab.
1.

Ice edge Fjord Nearby ocean | Far-field ocean

L~10—-100m, H ~km | W ~ 10 km, L ~ 100 km ~ 100 km ~ 1000 km

Table 1: Typical length-scales involved in the glacier—ocean coupling. L stands for length,
H for height, and W for width.

To estimate the melt rate, one can either:

1. For floating ice tongues, use the ice-flux divergence method, presented in the previous
lectures. This method is recent and there is so far not enough data to investigate
seasonal variability.

2. Perform a numerical simulation, and/or use a theoretical model. The thermal and
salinity fluxes must then be characterized by transfer parameters (see e.g. equation
(31) of lecture 5), whose values are not universal.

Since we lack data, we therefore lack an experimental way to estimate these fluxes. To
fill this gap, we propose the gate fluz method.
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1.1 The gate flux method

1.1.1 General overview

Given that the width of a fjord is much smaller than its length, the large-scale dynamics of
the water in this domain can be supposed to be uniform over the width. Therefore, local
measurements of the water temperature, salinity and velocity with depth combined with
conservation equations can be used to estimate the melt rate, see e.g. |1, 2, 3, 4].

For instance, the measurements of Inall et al. [4] performed in the calving front of
Kangerdlugssuaq have been used to deduce that heat delivered by the warm water coming
from the ocean is equivalent to a melt rate of ~ 10 m - day ! (b